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Artificial Intelligence and Decision Making

Artificial Intelligence and 
Decision Making

A rtificial Intelligence (AI) is currently an inescapable keyword in computer 
science given its predicted huge contribution to the global economy [1] 

or to the whole society [2, 3], as argued in many recent white papers or 
reports. Its techniques are expected to provide efficient ways to deal with 
heterogeneous and voluminous numerical environments and data, help or even 
improve decision making, and automate complex functions. The aeronautics, 
spatial and defense domain (ASD) is impacted by this evolution [4].

AI is a research field with a complex history and numerous areas. It is customary to 
divide these into two trends:
•	 Formal and logical, which rely on models, knowledge representation and solvers;
•	 Empirical, which rely on data, statistical estimation and inference.

Although this last trend mainly drives what is sometimes referred to as the third wave 
of AI, with Machine Learning playing the key role of a general design principle, it 
cannot fully solve all problems: data can be rare and costly in the ASD domain, where 
the requirements of reliability and predictability are often very high.

The present issue of the Aerospace Lab journal contains several examples of 
AI research, from rather specific studies to more general position papers or surveys, 
which exemplifies these two traditions and, eventually, their possible combination.
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With regard to the representation and use of knowledge, the con-
tribution "Semantic Mediation for Dynamic Fusion of Observations 
and Sensor Data" addresses the problem of fusing sensor data and 
natural language messages generated by humans for entity tracking 
and identification in dynamic environments. The framework relies on 
a generic ontology, which provides a uniform vocabulary for data 
from human observations and sensor outputs, with different levels 
of granularity. Specifically, a semantic mediation layer is used to fuse 
information from both sensors and humans.

"A survey on chronicles and other behavior detection techniques" is 
a survey of information extraction from data flows. It treats this area 
from a logical perspective and describes logical approaches from 
information flow processing, knowledge representation and reason-
ing perspectives. It describes event calculus, Etalis system, chronicle 
and SQL-based approaches, together with their specific operators for 
combining and detecting events.

Making plans is a typical intelligent activity often addressed using for-
mal AI methods. The paper "Collaborative Common Path Planning in 
Large Graphs" studies the two-agent collaborative path planning prob-
lem, where the agents are incentivized to move together along the same 
path as much as possible by scaling down the duet cost function when 
they move together. It proposes A*-based algorithms and provides 
heuristics to guide the search. The paper presents an assessment of 
the algorithms on grids of different sizes and with different cost reduc-
tions. Another article: "Planning for space telescopes: survey, case 
studies and lessons learnt" presents the application of AI planning and 
scheduling techniques for optimizing the operations of satellites whose 
mission is to observe celestial objects. Several mission-planning tools 
are presented and three case studies are tackled using a constraint-
based optimization and operations research approach. Future work 
directions are highlighted: development of generic mission-planning 
tools, management of uncertain events and definition of a centralized 
mission-planning concept for several telescopes.
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The Multi-agent architecture is a traditional model of formal AI methods. 
Considering a class of linear multi-agent systems, "Robust consensus 
seeking via a multi-player nonzero-sum differential game" studies the 
problem of consensus seeking in the presence of an exogenous signal, 
possibly representing a disturbance. It formulates the robust consen-
sus-seeking problem as a nonzero-sum differential game, characterizes 
solutions, and presents simulations of examples to illustrate the result-
ing performances: one example concerns consensus among agents 
described by single-integrator dynamics and the other concerns forma-
tion flight of unmanned aerial vehicles. A multi-agent approach is also 
used to coherently manage embedded sensors in the article "RAMSES: 
a multi-agent architecture to design a multi-sensor system deployed 
on the next generation of airborne platform". This paper focuses in 
particular on multi-sensor systems embedded in remote piloted aircraft 
systems and proposes a scenario related to those systems.

The Machine Learning dimension of AI is discussed in three articles: 
"Challenges in certification of computer vision based systems for 
civil aeronautics" addresses the problem for modern computer vision 

techniques to comply with current certification standards. By describ-
ing two prototypical pipelines, for visual odometry and for scene 
understanding, it outlines the challenges faced when applying current 
certification guidelines to non-deterministic systems and machine-
learning-based algorithms. The article "Scaling up information 
extraction from scientific data with deep learning" focuses on appli-
cations of Deep Learning (DL) for real life use cases where the size 
of the experimental data is an obstacle for understanding a physical 
phenomenon and showing how such techniques allow experimental 
work to get rid of uninteresting, repetitive and time-consuming tasks. 
Finally, the article "Recent examples of deep learning contributions 
for earth observation issues" focuses on the impact on Earth Obser-
vation (EO) practices of using learning methods for remote sensing 
image analysis. It presents DL particularities and challenges for ana-
lyzing EO data, highlights differences between EO and computer vision 
problematics and covers the main modalities of EO sensor data and 
the principal aspects of EO image processing: co-registration, image 
enhancement, classification, object detection, parameter retrieval and 
multi-temporal analysis 
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Semantic Mediation for 
Dynamic Fusion of Human 

Observations and Sensor Data

This paper addresses the problem of combining human observations 
and sensor data for entity tracking and identification in dynamic 

environments. The complexity of the track-and-detect task for realistic 
applications requires dynamic fusion of sensor data and observations, and 
a semantic mediation approach is adopted. Moving targets are detected 
and classified based on sensor data. Soft data in the form of shor t 
messages are automatically processed to identify relevant information, to 
be associated with entities detected by sensors. While sensor data provide 
rows of numerical features, observations convey finer descriptions of 
entities and contextual information that is intuitively included by human 
sources when repor ting. A fusion system accommodates both sensor and 
soft input, and provides a unified framework for their effective integration. 
The system relies on semantic mediation to combine observations 
and sensor data and uses ontologies to create a bridge between two 
complementary representations of the same situation.
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Introduction

In dynamic environments, where entities of interest can be not only 
mobile, but also geographically dispersed, versatile and unpredict-
able, sensing devices come close to their limits of perception. Human 
sources are then a key feature to be considered, since they can pro-
vide finer input about entities.

Traditionally, fusion systems handled sensor and soft data fusion as 
two distinct problem sets, based on the intuition that track-and-detect 
applications seemed to be well supported by fusion of sensor data, 
while human reports and open sources are more suitable to analyze 
asymmetric threats in urban areas. The following example shows that 
the sensor vs. soft data dichotomy is out of date, and makes the 
case for a unified approach. Let us consider a convoy of vehicles 
that illegally crosses the border between two countries. As with any 
illegal crossing, an alarm is triggered and the entity is tracked by a 
sensor-fusion system. While the convoy approaches a city, one of 
the vehicles enters the urban area and losing its track is highly pos-
sible, since urban terrain has a very dense traffic and affects vis-
ibility and line-of-sight communications. Once track loss occurs, any 

eyewitness sighting or testimonies from bystanders during their day-
to-day activities can be of interest and the track-and-detect problem 
requires not only sensor based fusion, but rather a joint analysis of 
sensor and soft data. The task does not require qualified field ana-
lysts, but rather selecting people who are close to the incident and 
who may be opportunistic sources and provide meaningful input.

This paper presents a semantic approach to combine soft and sen-
sor data for entity tracking and identification. A general architecture 
was developed for information fusion, which creates a situation using 
sensor data and enriches this situation by taking into account obser-
vations. The reminder of the paper is organized as follows: Section 2 
presents related work on sensor semantics. Architecture of the sys-
tem and fusion cycles are discussed in Section 3. Section 4 presents 
approaches developed to process soft and sensor data. Semantic 
mediation is discussed in Section 5, along with the ontology created 
to support the overall approach and a practical illustration for entity 
identification. The last section concludes with a summary and direc-
tions for future work.
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Related work

The prevalence of heterogeneous systems and their use in applica-
tions ranging from health-care to urban traffic monitoring, or security 
and surveillance, are accompanied by an increase in the heterogene-
ity of devices connected and formats of data collected, processed 
and shared. For such systems, semantic technologies offer a way to 
manage heterogeneity, by providing a common interface to disparate 
sensors, combining their formats into a unified one and building a 
coherent view of data. 

Several research efforts have been conducted to build ontologies 
modeling sensors and sensor data, in order to develop techniques 
augmenting their output and approaches combining heterogeneous 
sources, as discussed hereafter. Modeling sensor ontologies is a 
major direction investigated to represent sensor location and sup-
ply, along with accuracy, type and frequency of observations in a 
machine-readable form. SSN is an ontology created by the Seman-
tic Sensor Networks Incubator Group1 offering descriptions of four 
related perspectives: sensor, observations, system and property [5]. 
The model focuses on what and how can be sensed, systems of 
sensors and their deployment, and the description of observations 
made at entity level or for particular properties. Sensor Web Enable-
ment (SWE) is a major initiative of the Open Geospatial Consortium 
(OGC)2 aimed at improving the capacity to discover relevant sensor 
data on the Web, through standardized interfaces and specifications, 
and creating the Semantic Sensor Web, an infrastructure that enables 
the interoperable usage of sensors by providing services for discov-
ery, accessing and identification based on sensor output augmented 
with spatial, temporal, and topic-specific semantic metadata  [4]. A 
complement of the Semantic Sensor Web, Sensor Linked Data is a 
paradigm introduced by Janowicz and colleagues [13] to add interlink 
as a new challenge. The authors created a proxy delivering observa-
tions as Linked Data, connecting them with other data sources, and 
using ontologies and reasoners for observation alignment.

More related to the work presented in this paper, various research 
efforts consider the existing bridge between symbolic knowledge 
representations and raw data collected and measured by sensors. 
The concept of semantic perception is at the core of approaches 
developed to upgrade sensor output by attaching semantics to sensor 
data for enhanced interpretation [12]. The work of Jung [15] investi-
gates the implementation of semantic annotation procedures for sen-
sor streams. Roda and Musulin present in  [24] an ontology-based 
framework to support intelligent data analysis of sensed data, while 
the construction of a complex situation using multi-layer ontologies 
is discussed in [22]. The BeAware framework [23] improves situa-
tion assessment by using ontologies and rules for spatial and tem-
poral reasoning. Following the same line, graph inferences are used 
in [21] to combine information provided by heterogeneous sources 
for security applications. Ontology mapping is used in [14] to create 
a bridge between two representations of the world: the set of features, 
as sensed by sensors, and the set of objects, as viewed by humans. 

Semantic mediation in sensor networks is addressed by 
Malewsky  [17], who developed a semantic framework to improve 
matchmaking on sensor measurement and operating capabilities. 
A modularized Sensor Mediation ontology aligned to the SSN is at 

1	 https://www.w3.org/2005/Incubator/ssn/
2	 http://www.opengeospatial.org/

the core of the solution, and sensing entities and their attributes are 
modeled as instances of this ontology. Taking a step further, Bakillah 
and colleagues present in [2] a semantic mediation service that can 
support context-aware semantic mapping of sensor outputs and is 
adaptable to the dynamic of sensor metadata. The system integrates 
a set of empirical rules and rule-based reasoning mechanisms for 
semantic mediation.

From a different perspective, the rise of the Internet of Things (IoT) 
offers a wide application area for fusion methods able to discover 
potential knowledge from large amounts of perceptual informa-
tion [9]. For this emergent application context, semantic-based solu-
tions have been used to develop semantic-enhanced solutions for 
information retrieval  [19], [20] to offer a shared understanding for 
event matching [11] or to support an integrated service platform in 
smart cities [18].

A more detailed discussion on pitfalls and challenges of heteroge-
neous fusion is presented in [7].

The research presented in this paper is in line with approaches devel-
oped for semantic mediation. While a generic ontology is used to 
provide uniform descriptions of both data extracted from observa-
tions and sensor output, reasoning mechanisms combine those aug-
mented results into a finer description of entities. 

A framework for heterogeneous fusion 

Entity tracking and identification 

Detection and classification of entities has a long tradition and exten-
sive literature. Knowing exactly where the entity is, eventually who 
that entity might be, and monitoring its trajectory in real-time, has 
already attracted a lot of interest from both academia and industrial 
communities.

The main problem of track-and-detect in realistic applications is the 
combination of the sensor-level detection reports and human obser-
vations. Track-and-detect is performed under dynamic conditions: 
trajectories of entities can be out of reach for sensors, and human 
observations arrive on an irregular basis. Not surprisingly, results are 
impacted by the quality of the sensor algorithms for detection and iden-
tification, as well as by the ability to efficiently combine sensor output 
and human reports. In other words, the system should rely upon a 
mediation layer allowing for the sensor and human reports to share as 
precisely as possible the meaning of the information conveyed. 

Definition of a situation and situation assessment 

To avoid terminological confusion, in this work the term entity refers 
to vehicles, persons, or convoys in the real world. The outcome of the 
fusion is a situation assessment, to be provided to men in the field 
involved in operations or to commanders in tactical and operational 
headquarters. 

Each entity is described as a vector of features, which, according 
to the sensor data used in the fusion process, provides the position 
and kinematics of the entity, its type and also relations to contex-
tual information, such as geographical features (roads, airways) or 
to other entities in the situation. An entity is described as a set of 

https://www.w3.org/2005/Incubator/ssn/
http://www.opengeospatial.org/
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states, representing the knowledge of this entity at any moment in 
time during the surveillance task. Entity state gathers the estimated 
features and additional information related to traceability and informa-
tion assessment, such as state likelihood, for instance. 

Let iE  be an entity, having a set of states kES , with 
( ), , ,k k k k kES t K Tr A=  , a time stamped vector of features, com-

posed of the knowledge kK  including kinematics, nature and addi-
tional properties, the traceability kTr  to observations used to produce 

kK  and the assessment kA  of kK , represented as a probability, a 
likelihood or even as a simple confidence score. Entity states can be 
built upon sensor-based data and soft observation reports: this only 
depends on the ability of the algorithms to associate these observa-
tions with a given entity. A situation of n entities is defined as the union 
of the set { }, 1, ,p p nE ∈ 

 and the set of p+q collected observations 

{ } { }{ }, 1, , , 1, ,,sensor soft
i i p j j qO O∈ ∈ 

, some of which could be false alarms, or inac-

curate or misleading reports. 

Situation assessment combines information from multiples sources 
to reason about several entities over a range of time horizons. Often 
the situation is described by a collection of tracks, where a track is a 
temporal sequence of entity states and it is generally developed for 
individual or group entities, such as persons or vehicle convoys. 

General architecture and cycles of dynamic fusion 

The framework developed for heterogeneous fusion was designed to 
support field practitioners with the ability to select among various 
technological blocks or to implement new ones in a dynamic envi-
ronment that demands innovative solutions for increasingly complex 
challenges. Figure 1 shows the general architecture of the framework.

Soft 
Data

Situation

Operator

Correlation

Tracking

Identification

Sensor 
Fusion

Sensor/  
Soft 

Fusion
Estimation

Sensor 
Data

Figure 1 – General architecture for information fusion

For this work, the types of sources available include ground moving 
target indicator (GMTI), infrared and visible light imaging (IMINT), and 
signal intelligence (SIGINT) sensors. All of these sensing modalities 
generate elements that can be described by mathematical and numer-
ical or symbolic representations (e.g., using a universe of discourse), 
and serve as inputs to automated processing procedures. Sensor 
measurements result in observations of objects, for which they 
provide information about properties like location, speed or signal 

characterization when these objects are electromagnetic emitters. 
Soft information derived from human or open source is fundamen-
tally different in that its content is often more qualitative and requires 
additional context elements for complete human interpretation. As 
shown in Figure 1, heterogeneous fusion is carried out by means of 
two information fusion cycles. The core is a sensor-based kernel that 
provides several processes for entity correlation and tracking, along 
with estimation of their states. 

The kernel implements a short-time classical tracking algorithm, since 
data are provided by sensors on a regular frequency. The outcome 
is a situation, whose entities are described by their spatio-temporal 
coordinates and their kinematics. At this stage, the type of entities is 
also estimated but only using sensor-based data. 

The second layer of this architecture enriches the situation by inte-
grating soft-data elements on a stream and irregular basis, as they 
become available. The enrichment is aimed at refining the states of 
entities by adding supplementary attributes, such as allegiance and 
military or civilian nature. Heterogeneous fusion can be considered 
as a long-time fusion cycle, triggering specific processes as soft-
data observations arrive. Those processes first provide matching 
mechanisms to assign soft-data observations to entities of the situa-
tion and then perform fusion strategies in order to combine elements 
of entity states with items extracted from soft data. The approach is 
implemented by using a generic development and execution frame-
work  [16] providing a collection of basic algorithmic building-blocks 
for information fusion.

Processing and fusion of sensor data and observations

Extraction of features from sensor data

The features that can be extracted from sensor data, although limited, 
are heterogeneous due to the different types of deployed sensors. 

GMTI sensors are radars with specific signal processing leveraging 
the Doppler effect which can provide information about moving tar-
gets, mainly related to their kinematic state (location and speed in the 
direction of the sensor) and sometimes some classification informa-
tion from signal analysis, limited to rough classes of identification, 
such as rotating objects (e.g., helicopter blades), tracked vehicles 
such as Tanks, or wheeled vehicles. The location is provided in range 
and azimuth and possibly in elevation for a 3-D radar, with associated 
imprecision in each of these dimensions, which can be quite large for 
azimuth information. The speed is also partially retrieved due to the 
fact that only one-dimensional information can be acquired, related to 
the line of sight between the radar and the detected object. 

IMINT information is related to imagery or video acquired in diverse 
wavelengths (visible, or infrared), which may be further exploited 
through an automated extraction and tracking device and annotated by 
an operational user. Some sensors are also able to perform tracking 
on a given object, thus providing track information about the object 
with location and speed attributes. The operator can then complement 
this information with precise classification information.

SIGINT information is related to either the detection and localization of 
specific emitters (e.g., radars) or the interception of communication 
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information between several actors. Through the use of several 
receivers or a maneuvering receiver, the location of emitters and spe-
cific technical information can be extracted.

From the set of items sent by these various types of sensors, a corre-
lation scheme can be set up based mainly upon kinematic information 
to perform the right association between these detections, so there 
are a limited number of duplicated tracks related to the same real 
entity. From this association, a combined estimation of attributes is 
performed, which leads to a more precise kinematic information and, 
if available, a rough estimate of the type and hostility of the entity. Dif-
ferent methods, using mainly Bayesian, evidence theory or heuristic 
techniques, are involved to combine classification results from these 
detections. 

Identification of properties from soft data

Processing of soft data identifies properties of entities within natural 
language messages. Messages also have a heterogeneous content, 
and can provide insight on different aspects, such as entity location, 
and evolution. The methods developed extract binary association 
attribute-value from messages, which can be easily modeled as prop-
erties of entities and integrated into entity states. Attributes specify 
the type (vehicle, bus, person, etc.), allegiance (foe, friend, neutral) 
or nature (civilian, military, insurgent, etc.) of entities.

Attributes are identified from soft data by using a text-mining approach 
based on collocation identification. Collocations are associations of 
words that co-occur frequently within the same sentence, whether 
because the meanings of words are related to each other (e.g., vehi-
cle- road, car-driver) or because the two words make up a compound 
noun (car stop, subway station). The extraction algorithms focus 
on collocations composed of two words, also called bi-grams. The 
method developed to extract collocation is shown in Figure 2. 

Linguistic analysis

Lexical filtering

Properties

Set of transactions

Extraction of  
collocations

Semantic annotation

Collocations X, Y

{ }1 2, , , nT t t t= 

Figure 2 – Processing of soft data

Linguistic analysis reprocesses documents to split texts and filter 
stop words, and perform lexical normalization. Lexical normaliza-
tion identifies and removes lexical heterogeneities, which appear 
as the same type of information provided by different lexical forms, 

and concern namely: date/ time expression (11 November 2011 vs. 
11/11/2011); currency; geographical coordinates; metric units (m vs. 
inch); expression of quantifiers (two vs. 2 vehicles) and abbreviations 
(poss. vs. possible). Linguistic analysis also concerns the identifica-
tion of sentence boundaries and performs tokenizing, while filtering 
a list of stop words. The output of this phase is a set of transac-
tions, where each transaction is a sentence whose items are words. 
The set of transactions is the input for the next step. Collocations are 
generated by using a window placed over a sentence, such that two 
words are analyzed at a time by moving the window from the first to 
the last word of the sentence, see Figure 3.

Collocation 1

Unknown vehicle moving east.

Collocation 3Collocation 2

Figure 3 – Extraction of collocations

Because simply taking the entire list of collocations captures an 
excess of extraneous and incoherent information, additional process-
ing is needed to filter relevant word associations thanks to semantic 
annotation.

Semantic annotation is performed automatically, using procedures 
based on lexical similarities, which associate a real number with a 
pair of words. Lexical similarity offers a measure of the degree to 
which two words are similar and are used to label a collocation by 
ontological concepts. The hierarchy of concepts allows the attribute 
part of the association to be retrieved. Thus, given a concept C con-
sidered as value, the associated attribute is identified as the least 
specific concept subsuming Property and generalizing C, as shown 
in Figure 4.

Collocation:
Unknown jeep

Attribute concept
Type

Value concept
Jeep

Figure 4 – Semantic annotation

For instance, the collocation unknown bus will be matched to the set 
(Bus, Bus, Type), since unknown is not assigned to a concept, while 
the insurgent vehicle is annotated by (Vehicle, Vehicle, Type) and 
(Insurgent, Insurgent, Allegiance), since both Vehicle and Insurgent 
are concepts of the ontology. 

At the end of this phase, annotations of collocations are generated in 
the form of tuples: 

( ), ,i i i iA W C T=  where iA  is the annotation of item i, iW  is a word, 
part of a collocation, iC , is a concept assigned to iW  by lexical 
similarities, and iT  is the category of iC , as identified by inferences. 
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Integration of sensor data and observations 

The overall solution for human observations and sensor data inte-
gration is summarized in Figure  5 and consists of the assignment 
of observations sent by humans to entities created by sensor data 
processing. Soft data used are brief human reports, conveying infor-
mation about entities in the field. Among those entities, some could 
be of interest, already detected and eventually tracked by sensors. 
Information extracted from incoming soft reports will not be consid-
ered for tracking purposes; instead, it will help human-operators to 
have a better description of the situation.

Assignment of human observations to entities of the situation is car-
ried out in the light of spatio-temporal correlation. Given that observa-
tions are associated with a timestamp and have specific locations, 
this method first estimates a correlation coefficient to describe the 
probability of a human observation to be assigned to ie , an entity of 
the situation. The current states of ie  along with its previous states 
are taken into account for this estimation, since soft observations 
are not necessarily synchronized with the current situation. Results 
of this estimation are then ranked and the observation maximizing 
the value is selected and added to the set of observations associated 
with ie .

This combination of soft and sensor data is supported by the fusion 
architecture.

Semantic mediation

Semantic mediation relies on using a domain ontology to describe 
data semantics, and implementing semantic annotation procedures to 
associate sensor output and human observations with corresponding 
elements of the domain ontology along with reasoning mechanisms 
for data integration. 

While spatio-temporal association enriches the overall situation by 
adding a set of human observations, semantic mediation is used at 
entity level to enable the fusion of sensor data and observations. 

Semantic mediation is implemented as a process allowing data pro-
vided by different types of sources to be combined and a domain 
ontology is at core of this process, as shown in Figure 6.

The role of the mediation process is to integrate relevant observations 
to sensor inferred entities according to a shared semantics modeled 
by a domain ontology and to master the gap between low-level fea-
tures and richer conceptual descriptions of each entity. Ontologies, as 
introduced by Gruber  [10], are formal domain descriptions defined 
as: ( ), , ,C RO C R H H=  having: C a set of concepts, R a set of rela-
tions, CH  and RH  hierarchies defining a partial order over the set 
of concepts and relations, respectively. The ontology used for this 
work was created by using a top-down approach. The development 
began with a preliminary conceptualization, where a list of high-level 

Report 1

Streaming 
evidence

Assign

Fuse

Soft Data

Situation

Report 2

Report 3

Report 4

Figure 5 – Combining soft and sensor data

Sensors 
World of features

Human Sources 
World of objects

Figure 6 – Semantic mediation
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concepts was identified by using the MIM Information Model (MIM)3. 
The hierarchy of concepts was iteratively enriched by adding new 
classes. The result is a domain ontology composed of 31 concepts, 
see Figure 7.

ACTION
involvedIn

hasActor

hasRole

hasType

hasAllegiance

hasNature

Property

TASK

PERSON

OBJECT

ROLE

Type

CAPABILITY

Allegiance

Nature

ORGANIZATION

Entity

Figure 7 – Semantic mediation

Main classes are Entity, Action and Property. The ontology also has 
6 object properties, to make explicit interactions between classes. 
Thus, hasActor (Event, Entity) models the association of an Entity with 
an Event and its reversed relation is involvedIn (Entity, Event). The four 
remaining relations associate entities and their properties: hasRole 
(Entity, Role), hasType (Entity, Type), hasNature (Entity, Nature) and 
hasCapability (Entity, Capability). All developments and testing were 
carried out using Protégé4, and the ontology is represented in OWL 
DL, a description logic [1] sub-language of OWL [6].

Refinement of entity states 

In the surveillance problem described in this paper, complementary 
and overlapping inputs exist. Sensor processing has the capacity to 
identify the type of entities, which is then added to the entity state in 
the form of a tuple attribute, value-of-attribute, for instance type, bus. 

Sensors classify entities based on their measured features and by 
using some supervised methods for classification, which provide a 
limited number of categories. Besides having a limited number of cat-
egories, sensor processing also has its own detection limitations, and 
more subtle aspects such as the allegiance of entities are out of reach 
for their sensing capabilities.

Fusion of sensor and soft data is twofold: first, complementary prop-
erties extracted from human reports are added to states of entities; 
second, the type of entities is updated by taking into account the type 
of entities as stated by sensor processing and the type as extracted 
from soft data. In order to update the type, reasoning mechanisms 
are used to combine attributes of entities. More specifically, given 
that operators are interested in having a more precise description of 
entities, reasoning procedures identify the most specific concept of 
both type labels. This concept is then used to describe the entity, as 

3	 https://www.mimworld.org/portal/projects/welcome/wiki/Welcome
4	 https://protege.stanford.edu/

illustrated in Figure 8, where the final state of the entity highlights the 
type bus, as a concept more specific than vehicle. 

Obs1: 
Type = Bus

Entity state: 
Type = Vehicule

Fusion 
Type = Bus

Figure 8 – Inference for type refining

Observations can be noisy, incomplete and sometimes irrelevant, and 
the inference mechanism fails to identify the most specific concept 
of both type labels. In this case, fusion provides inconclusive results. 
Inconclusive inference is due to contradictions between sensor 
reports and observations, or accidental associations of observations 
with entities. When successful, the result of fusing soft and sensor 
data at entity level is a more specific identification of the type of enti-
ties, and the enrichment of their state thanks to additional properties 
that cannot be inferred by sensor processing. 

Practical validation and evaluation metrics 

An experimental track-and-detect scenario was adopted to provide a 
valid proof-of-concept of the fusion system. The scenario involves a 
multi-sensor multi-tracking task with a network of sensors, several 
observers and a main information fusion functionality. 

A total of 20 observations sent by operators on the ground were 
used, in addition to 204 GMTI reports, 12 COMINT reports, 7 ELINT 
reports and 5 IMINT reports. At entity level, properties extracted from 
soft data describe allegiance (friend, foe, insurgent), type and nature 
(civilian, military), as shown in Figure 9. 

Figure 9 – Processing observations: type, nature, allegiance

Sensor data is provided as formatted reports integrating position, 
time, type and potential subtype of an observed entity. Some addi-
tional features may also be present, such as vehicle color or even 
the vehicle identification number. Observations are in the form of 
structured reports, having a natural language paragraph to summa-
rize information collected by human sources. After feature extraction 
from text and fusion of items, the type of entity is updated (Tank) and 
its hostility is identified (HO). Over time, 102 entities are detected 
and tracked in the situation. Although using an experimental scenario 
offers a basis to evaluate whether or not the system meets its objec-
tives, a formal evaluation is needed to estimate the impact of using 
semantic mediation to support heterogeneous fusion. Since media-
tion affects both entity states and the overall situation, information 

https://www.mimworld.org/portal/projects/welcome/wiki/Welcome
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gain and quality of service introduced in [3] to characterize situation 
assessment are metrics able to quantify this impact. 

Information gain is a criterion intended to capture the value added 
to entity states after updating their descriptions by using semantic 
inferences. Information gain is the ability of the system to provide 
improvements, and its values can be assessed by taking into account 
the number of additional properties added to entities and the quality 
of their type. 

Information gain is defined assuming that changing the state of enti-
ties by integrating observations improves the description of entities, 
as follows: 

	 cNInfoGain
N

= 	 (1)

where CN  is the number of entities whose states are affected by 
observations, and N is the overall number of entities of the situation. 
Values of information gain are between 0, when observations are not 
related to entities of the situation, and 1, when ideally states of all 
entities are updated.

Quality of service is a criterion used to characterize the quality of situ-
ation assessment and encompasses aspects related to timeliness, 
uncertainty of the overall picture, and quality of individual descriptions 
at entity level. Nevertheless, uncertainty can also arise at the situation 
level, since soft and sensor data can provide contradictory informa-
tion items. 

Quality of service takes into account the number of failures due to 
inconclusive fusion: 

	
c

UQoS
N

= 	 (2)

where CN  is the number of entities whose states are affected by 
observations, and U is the number of valid inferences. QoS ranges 

between 0, when all inferences for type refinement are inconclusive, 
and 1, when they are valid.

The values of information gain and quality of service at the end of the 
scenario are 0.047 and 1, respectively. For this experimentation, all 
inferences for type refining are valid and low values of information 
gain are directly related to the small number of entities affected by 
incoming observations.

Conclusion and future work

This paper tackles challenges arising when combining sensor data and 
human observations in dynamic environments, and argues that seman-
tics provide a basis to augment results provided by sensors, facilitating 
their fusion with items extracted from observations. More particularly, 
the authors describe how semantic annotation of both soft and sen-
sor items allows the implementation of reasoning mechanisms and 
improves the overall situation to be presented to human operators. From 
a practical standpoint, a unified fusion framework allows the integration 
of sensor rows and human observations, and offers specific procedures 
to extract information in an unsupervised way from sets of numerical 
values and textual reports. Assuming that results are compliant with an 
ontological description, reasoning mechanisms are then applied for the 
automated mediation of information items extracted from heterogeneous 
data. While enriching description of entities, the approach provides a 
way to adapt to an evolving context, since ontology-based models 
can be consistently modified to keep peace with the latest evolutions 
in the field. The long-term vision underlying this research is to enable 
on-the-fly integration of human observations in various systems already 
capable of processing sensor data, and the expected result is a roadmap 
towards a semantically-enabled heterogeneous fusion. The main diffi-
culty is the implementation of reasoning mechanisms flexible enough to 
match features extracted from human observations and sensor data. In 
the short term, the use of semantics to identify, not only entities, but also 
relationships, is currently under analysis [8] 
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Introduction

Over the past years, the handling of rapidly changing dataflows at a 
semantic level has attracted a lot of interest. Indeed, while the seman-
tic processing of a large, fast-pace flow of data used to be too costly 
in terms of computation, thus obliging to a choice between online 
syntactic processing and offline semantic processing, computer per-
formance now allows semantic information to be extracted on-the-fly 
from a large dataflow.

This is, of course, a quite interesting feature in a very broad spectrum 
of fields, as is evidenced by many recent applications of artificial 
intelligence. Aeronautics is a particularly interesting field for these 
dataflow extraction techniques: indeed, while exchanges between 
pilots and control used to rely mostly on radio, nowadays a large 
flow of data is exchanged between them. The potential introduction of 
unmanned aircraft and the recent evolution of air traffic management 
also point toward a large flow of data exchanges, to which agents 
of the system have partial access (each having different sensors to 
track the underlying events), and the introduction of reasoning and 
semantic processing of these events is a valuable assistance for the 
pilots and controllers involved.

Traditionally, information extraction from dataflows has been roughly 
classified into two families of approaches:

•	 on the one hand, information flow processing (IFP): these ap-
proaches focus on efficiently handling dataflows by treating 
incoming information on the fly and providing extracted infor-
mation in real time;

•	 on the other hand, knowledge representation and reasoning 
(KRR): these approaches focus on complex reasoning abilities, 
but perform well mostly on data that changes in low volumes 
at low frequency.

Stream Reasoning is a multidisciplinary approach to this issue, which 
encompasses both families and is aimed at combining their respec-
tive benefits by enabling complex reasoning about rapidly-changing 
information flows.

Knowledge-representation and reasoning approaches are based on 
temporal logic, belief revision, changing vocabularies and evolving 
ontologies. They find lots of applications within the context of the 
Semantic Web and allow very complex reasoning tasks. However, 
there are two drawbacks with regard to these for handling rapidly-
changing dataflows. First, the tools involved generally rely on strong 
combinatorics, and are often not able to scale up to high-frequency 
dataflows. Second, typical Semantic Web architectures generally 
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crawl and cache information, which is not a robust approach in the 
case of high-frequency dataflows, since the crawled and cached 
information would become obsolete too quickly.

Information flow processing is rooted in the so-called Data Stream 
Management Systems (DSMS), which historically stem from Data 
Base Management Systems (DBMS). As their name indicates, 
DBMS are intended to manage databases; i.e., persistent data, where 
updates are infrequent and where information is extracted through 
user-made queries. DSMS try to accommodate, within this transient 
framework, continuously updating data: instead of handling queries 
that are run just once and of returning a comprehensive answer, 
DMSM continuously run standing queries and return partial answers 
that are updated on the fly as new data arrives.

Even if they do not seem to have much in common (DBMS handle 
persistent data by executing ad-hoc queries just once, while DSMS 
handle transient data by continuously running generic queries), both 
approaches share a common background and, in particular, process 
data through transformations based on a relational algebra (e.g., 
selection, aggregation, joining, etc.). Thus, DSMS can be described, 
in general, as having very good performance in terms of efficiency, 
but a rather limited expressivity.

To overcome this limitation, other approaches have been developed in 
various communities, in which a notion of "distributed system" existed. 
These approaches have a common characteristic, which is that they 
consider incoming information in the dataflow not per se, but rather 
as a notification of events occurring in the real world, and are aimed 
at reconstructing the higher-level behavior of which these events are a 
trace, mostly through filtering and combinations. In this sense, they are 
pretty much inspired by the publish-subscribe model that is commonly 
found in distributed systems: on top of the usual publish-subscribe 
system, where events are considered separately from the others, they 
build a more expressive subscription language that allows complex 
event patterns involving (much) more than one event to be considered. 
These approaches are referred to by the generic designation of com-
plex event processing (CEP). While traditionally classified as part of 
the IFP family, some CEP techniques have reached reasoning abilities 
that are comparable to some KRR approaches.

CEP techniques, due to the variety of applications and associated 
specific needs, exist in a broad variety. This paper is aimed at com-
paring several CEP frameworks, namely:

•	 Event Calculus: an approach based on situation calculus, but 
dealing with local rather than global events;

•	 ETALIS: an approach based on logical programming and aimed 
at combining temporal properties with database querying;

•	 Chronicles: a generic term encompassing various systems 
based on event signatures;

•	 Other approaches that are not strictly CEP, but rather based on 
active databases, DSMS, or KRR.

This paper is organized as follows. First of all, we describe the various 
important features that can be used to distinguish the various formal 
frameworks that exist in the CEP community. Then, we discuss the 
compared merits of the techniques (or technique families) described 
above, according to these features. We then illustrate the interest of the 
approach within an aeronautic context, considering an example. Finally, 
we conclude this survey by providing a brief overview of the various 
domains where CEP-related techniques have been used with success.

Important features

As stated above, there are many different approaches to stream rea-
soning and they fulfil the various needs of a broad variety of appli-
cations. This section lists the various features that can be used as 
distinctive criteria for different stream-reasoning approaches.

Language-related features

Any stream-reasoning technique relies upon a formal language that 
is used to describe the behaviors to be identified. As is frequently the 
case, expressivity generally results from a trade-off:

•	 on the one hand, high expressivity is desirable in order to be 
able to finely describe the behaviors to be detected, and to 
distinguish behaviors that have very similar traces in terms of 
observable events;

•	 on the other hand, higher expressivity inevitably implies a more 
complex recognition process, and thus less-efficient computation.

In [33] (Section 3.8), Cugola and Margara list operators that are com-
monly found in the constructs of most CEP frameworks, notably:

•	 Sequence: two patterns following each other, generally with the 
sole condition that the first pattern must have been completely 
recognized before the recognition of the second one starts 
(some frameworks add that the ending point of the first one 
must coincide strictly with the starting point of the second one);

•	 Disjunction: either one of two patterns must be present; when 
dealing with a rich event (with valued attributes), this can lead 
to complications because, unless both patterns in the disjunc-
tion contain the same event attributes, it may no longer be pos-
sible to reason about these attributes;

•	 Conjunction: it is worth noting that the conjunction cannot be 
reduced with the two previous operators, since when the el-
ements of conjunction are not elementary events, but rather 
involve more than one event, conjunction allows intertwined 
behavior which sequences do not;

•	 Iteration, which can be parameterized by the number of itera-
tions (which is a parameter relating to the structure of the be-
havior);

•	 Negation: this operator is generally tricky when dealing with 
a flow of information. Indeed, there has to be some form of 
boundary on the part of the flow, in which a negation must be 
detected in order to be able to yield effective detections. Oth-
erwise, there will always be a possibility that a later event may 
trigger the recognition of the negated behavior, and hence in-
validate the recognition of its negation. Therefore, many authors 
prefer to refer to absence (implicitly on a bounded support) 
rather than negation;

•	 Temporal constraints: while many other temporal logics allow 
interval properties (e.g., Duration Calculus in [26]) to be ex-
pressed, the formalism of Allen’s 13 relations [1] is a gener-
ally accepted reference in the domain of CEP (see [5, 51, 69]), 
since it exhaustively considers all possible arrangements be-
tween two time intervals;

•	 Parameter value constraints: the parameters here are param-
eters of elementary events or of higher-order behaviors.

In addition to the extent to which each of these operators can be 
expressed, another trait related to the underlying language is the 
question of whether an open or closed syntax should be used; i.e., 
whether to allow meaningless formulae or not.
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Besides expressivity, an important not-unrelated issue in stream rea-
soning is how behaviors to be detected can be extracted from experts 
having an operational knowledge of the behaviors of interest. Within 
this context, a concise and readable language, where syntactical 
changes are easily associated with their semantics, is clearly desir-
able, but again there is a trade-off here, since a very-high readability 
could lead to an extreme oversimplification of the language, and thus 
to reduced expressivity.

Recognition-related features

The amount of information contained in recognition is also an important 
feature, as since recognitions are, in principle, done with a purpose, 
which implies processing that may require being able to return to the 
triggering events in the flow. In this sense, recognition information can 
constitute evidence of the recognition, and the nature of this evidence 
may depend on the application: for example, in some applications, one 
may be only interested in knowing that the behavior of interest occurred 
at least once. In other applications, e.g., telecommunication network 
monitoring [40], a single occurrence of a given behavior is generally 
not significant, whereas its repetition is. When dealing with security and 
safety, it is generally necessary to investigate all instances of hazardous 
behaviors, and not just any. However, another trade-off arises, since 
the identification of multiple recognitions requires keeping track of all 
possible recognition starts, and of all intermediate recognitions, thus 
having an adverse effect with regard to the efficiency of the recognition.

Thus, two main issues arise with regard to recognition: historization 
and multiplicity.

As explained above, historization is a feature where events are considered 
as a trace of the behaviors that have been recognized, and recognitions 
contain the necessary information to return to the events that triggered it.

As to multiplicity, a classification of recognition contexts with respect 
to this issue has been proposed in [33]:

•	 The "recent" context: only the most recent occurrence of an 
event initiating a recognition is kept (each pattern to be recog-
nized is associated with a unique instance of its initiating event 
at any point during the processing of the flow);

•	 The "chronicle" context: occurrences are managed in a FIFO 
way, with the oldest occurrences being used first and discarded 
as soon as they have been used;

•	 The "cumulative" context: all event occurrences are stored 
but, whenever a pattern is recognized, all event occurrences 
involved are discarded;

•	 The "continuous" context: all events are stored and can always 
be used.

Flow-related features

An important feature of any stream-reasoning framework is the way 
in which it deals with the event flow, and, indeed, which assumptions 
it makes with regard to it, which determine what kinds of flows it is 
able to handle. An ideal flow would be a unique flow, totally and strictly 
ordered: while this kind of flow would probably be handled effectively 
by most recognition algorithms, it may be possible, depending on the 
context of the study, to consider other kinds of flows, and notably:

•	 Distributed flows: the flow may not be centralized, but rather be 
made of several distributed subflows – in this case, the order-
ing between events provided by different subflows could be a 

problem for behavior patterns depending on event order (e.g., 
sequence), especially if they are not timestamped by a syn-
chronous clocka;

•	 Partially-ordered flows: events in the flow are not totally or-
dered, which is a generalization of the previous case and leads 
to the same problems;

•	 Non-strictly ordered flows: events may arise simultaneously; 
this is a case that may have unexpected side-effects in situa-
tions where event order is important for the behavior;

•	 Delayed flow: events may arise late, or their occurrence date 
may be corrected a posteriori (which happens, e.g., in cases 
where events may be revised following the failure of a trans-
action) – in general, the date on which the event occurs dif-
fers from the date on which it is entered into the reasoning 
system, which requires specific mechanisms to handle events 
properly.

In addition, another important aspect of the flow is the time model that 
it uses. Time is generally linear, but can be discrete, either with a fixed 
pace or with variable granularity, or continuous. The time model may 
also not exist: this is the case in most DSMS, where there is no time 
model and events are considered only with an order – but this has, of 
course, a negative impact on the expressivity of the language.

Uncertainty-related features

In real cases, lots of uncertainties appear naturally:
•	 With regard to event dates (or order);
•	 With regard to event attributes;
•	 With regard to the events themselves (whether they really oc-

curred or not);
•	 With regard to behavior parameters;
•	 With regard to behavior structures.

Depending on the uncertainties considered, specific mechanisms 
have to be considered, either in the description language or in the 
recognition algorithm itself.

Self-reference features

Recognitions can be self-referent and create events at various points 
of the recognition process. The most frequent occurrence of this fea-
ture is when the recognition of a behavior triggers a new event that is 
added to the flow. This yields many issues, since such systems are 
intrusive: in particular, the flow depends on the monitored activities. 
In extreme cases, recognitions may also have an effect on the moni-
tored activities, where new activities to be recognized are dynamically 
added into the flow, leading to a retroaction loop that is difficult to 
manage, both theoretically and practically.

Event Calculus

Event Calculus (EC) is a formal framework allowing events and actions 
to be represented and reasoned upon in the form of an executable 
logical program. It is aimed at determining time-evolved values for 
logical propositions (the so-called fluents).

EC was introduced by Kowalski and Sergot in [50]. Its name is 
derived from Situation Calculus; the difference between these two 
frameworks being that it deals with local, rather than global, events: 
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the purpose of this change is to avoid the frame problem for the sake 
of efficiency. EC claims to provide a formal analysis of the concepts 
involved; i.e., events and actions. It can be expressed using Horn 
clauses, to which, consistently with the logical programming founda-
tion of the approach, a notion of negation by failure is added (thus 
introducing a closed-world assumption).

The founding principles of EC are the following:
•	 Events can be processed in any order, not necessarily in re-

lationship with their order of occurrence, since the past and 
future are considered symmetrically;

•	 Events can be concurrent and are not necessarily punctual (an 
elementary event can have a duration);

•	 Updates are possible, but only if they are additive: they can add 
information but never remove information;

•	 The dates of events are not particularly relevant, whereas their 
relative order is.

Many EC dialects exist, some of which allow the handling of delayed 
actions or continuous state changes, such as, e.g. [58, 57], an 
interval-based work built with reaction rules; these approaches are 
catalogued in [54].

An interesting modular approach can be found in the EC dialect 
developed by Artikis et al.: this dialect allows a low-level event to be 
composed into high-level complex behaviors, using the predicates 
found in Table 1 to express temporal constraints, with an underlying 
linear time model. These predicates are defined relying upon axioms, 
some of which may be independent from the application domain. The 
formalism is quite expressive, and allows constraints, whether tem-
poral or not, to be expressed and contains a form of absence, in the 
form of a situation where a given behavior must not occur within a 
certain time interval [9]. High-level behaviors can be defined using 
punctual events (through predicate happensAt) or fluents, initially 
using predicates such as initiatedAt, holdsFor, etc.

Predicate Intuitive meaning
happensAt(E, T ) Event E occurs at time T.
initially(F = V ) Fluent F has value V at time 0.
holdsAt(F = V, T ) Fluent F has value V at time T .
holdsFor(F = V, I ) I is the list of all maximum time 

intervals over which F has value V.
initiatedAt(F = V, T ) A time interval where F has value V 

starts at time T.
terminatedAt(F = V, T ) A time interval where F has value V 

ends at time T.
union_all(L, I ) I is the list of all maximum time 

intervals resulting from the union of 
all intervals in List L.

intersect_all(L, I ) I is the list of all maximum time 
intervals resulting from the 
intersection of all intervals in List L.

relative_complement_all(I', L, I ) I is list lt of maximum time intervals 
minus each set of intervals in List L.

Table 1 - Main predicates of Event Calculus

The issue of behavior extraction and writing is studied in [13, 8]. 
Indeed, writing activities in the EC framework is tedious and error-
prone, hence the idea of developing an automated process to gener-
ate definitions from temporal data. Thus, the authors use a learning 
method based on abductions and inductions to infer the behaviors to 
be recognized.

As explained in the introduction to this article, a major issue for stream 
reasoning is whether behaviors can be recognized or not in real time. 
The algorithm in this EC dialect uses a system query method: the rea-
soning is not performed gradually, but rather on demand, whenever a 
high-level activity is queried [10]. Thus, in order to perform an online 
analysis, it is necessary to constantly make queries: without a cache, 
this implies starting computations over again each time. Moreover, 
one of the principles of AC is that the order in which events occur fur-
ther increases the complexity of the computation. In [28], Chittaro et 
al. introduce a version of EC called Cached Event Calculus (CEC), an 
implementation managing a cache memory to reduce the complexity 
of the process. However, CEC has no pre-emption mechanism and 
it accepts the processing of events with an earlier date than already 
processed events.

Therefore, recognition times increase gradually as low-level events 
occur, and after the computation becomes too time-expensive to keep 
up in real time. Artikis et al. attempted to address this issue in [12], 
where they introduce RTEC (Run-Time reasoning Event Calculus), an 
efficient YAProlog

1 implementation of their EC. Their program is also 
based on successive queries, with a cache memory preserving maxi-
mum intervals computed for the HoldsFor predicates of each fluent.

In addition, in order to address uncertainty, several stochastic 
approaches of EC have been developed. Artikis et al. extended the 
formalism of EC in [65] by means of Markov logical networks (MLN) 
[38], combining first-order logic with the probabilistic semantics of 
Markov networks. In [64] they also provided another extension, this 
time to probabilistic logical programming, using Prob-Log [49]. This 
way, they addressed the issue of incorrect low-level event detections 
by adding confidence indices to the events in the flow. The uncertainty 
here is limited to event uncertainty: in particular, it is not possible to 
handle incompletely specified behaviors. Moreover, the authors admit 
that online recognition is not possible in this formalism, which is cor-
roborated in a recent work by Rincé et al. [63], who showed that, for 
a whole class of problems, the local search algorithms necessary in 
MLN and ProbLog perform poorly due to the structural characteristics 
of the problem.

Another approach for uncertainty handling is introduced in [14]. It is 
orthogonal to that in [64] in the sense that they may be combined. It 
relies upon the use of various event sources to determine their likeli-
hood, with an auto-adaptation system based on the behavior recogni-
tion process itself: complex behavior definitions are written to identify 
the uncertainty domains and react accordingly: when the uncertainty 
becomes significant, the system may ignore events over a certain 
time interval, or even momentarily discard an event source. In [15], 
the authors add crowdsourcing to this framework, in order to make 
decisions when discrepancies between sources become significant.

ETALIS

Event-driven Transaction Logic Inference System (ETALIS)2 [5, 2] is 
a CEP language, the syntax and semantics of which allow reason-
ing simultaneously on temporal assertions and on stable or evolving 
knowledge (rules, facts, ontologies, encyclopedic data, etc.). Its pro-
cessing engine allows behaviors to be analyzed online.

1	 http://www.dcc.fc.up.pt/~vsc/Yap/
2	 available in open-source at http://code.google.com/p/etalis/
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ETALIS is a logical programming language, and its syntax is defined 
by rules, the main constructs of which are shown in Table  2. The 
underlying time model is linear, dense, but countable (i.e.,  ), and 
low-level events may be instantaneous events, as well as events with 
a duration: events are dated by time intervals [T1, T2] (with T1 = T2 in 
the case of instantaneous events). The language has a high expres-
siveness and contains:

•	 all of Allen’s 13 interval relations;
•	 constraints on event properties;
•	 a rather limited notion of absence within the framework of the 

sequence;
•	 two precisely distinguished kinds of conjunction (in series and 

in parallel);
•	 recursive behavior definitions, allowing, for example, the defi-

nition of a function accumulating a value over a sequence of 
events.

A first formal declarative semantic approach is provided in [3, 5], 
where event patterns (i.e., behaviors) are defined by induction in the 
manner of model theory. A recognition is a couple (q

1 
, q

2 
), with q

1 
, 

q
1
 ∈ Q delimiting the necessary and sufficient time interval for the 

recognition (its support). Other than this support, in which they must 
all have been encompassed, information pertaining to the events trig-
gering the recognition is not kept: there is no possibility of historiza-
tion, and multiplicity is limited to the cases in which the supports of 
the multiple recognitions are distinct.

Constructs Intuitive meaning

p where t Behavior p has been recognized and the term t is 
valued to true.

q This corresponds to the absolute instant q (for any 
q∈ ).

( ).p q Behavior p has been recognized and lasts exactly q, 
with q∈ .

1p  seq 2p Behavior 1p  is strictly followed (in time) by behavior 
2p . 

1p  and 2p Behaviors 1p  and 2p  have been recognized, with-
out any temporal constraint.

1p  par 2p Behaviors 1p  and 2p  have been recognized in 
parallel; i.e., they overlap in time.

1p  or 2p Either one of both behaviors has been recognized.

1p  equals 2p Both behaviors have been recognized over the exact 
same time interval.

1p  meets 2p Both 1p  and 2p  have been recognized, and the last 
recognition instant for 1p  exactly matches the first 
recognition instant of 2p .

1p  during 2p Behavior 1p  has been recognized within the recog-
nition of 2p .

1p  starts 2p The recognition interval of 1p  is an initial segment 
of the recognition interval of 2p .

1p  finishes 2p The recognition interval of 1p  is a final segment of 
the recognition interval of 2p .

not ( ) [ ]1 2 3. ,p p p Behaviors 2p  and 3p  have been recognized in 
this order, without any occurrence of 1p  strictly 
contained between both in time.

Table 2 - Main constructs of ETALIS [3]

The ETALIS recognition system is implemented in Prolog. This imple-
mentation relies on an operational semantics defined using logic 
programming rules. The complex behaviors to be recognized are 
are broken up into intermediate events called goals. ETALIS compiles 
complex behaviors into a set of rules allowing Event-Driven Backward 
Chaining, which allows an online recognition process. Two types of 
rules result from the compilation:

•	 rules creating the goals to be recognized, in order to progress 
in the recognition of a complex behavior, in the form of an event 
and the expectation of another event: goal ( )1 2[ , ][ , ] [ , ]

1, ,T Tb a ie− − − −  
means that when a (potentially complex) behavior a has been 
recognized over interval [ ]1 2,T T , the system expects an event 
b to recognize behavior 1ie ;

•	 rules creating intermediate events or event patterns: these 
check the database to determine whether a certain goal already 
exists, and, if this is the case, trigger the event that has been 
recognized by the goal: if goal ( )3 4 1 2[ , ] [ , ] [ , ]

1, ,T T T Tb a ie − −  is in the 
database, then event 1 4[ , ]

1
T Tie  is triggered and propagated if it is 

an intermediate event, or is used to trigger an action if it is one 
of the complex behaviors sought.

Rules of the latter type also allow goals that are obsolete and not 
needed anymore to be suppressed from the database.

In other terms, the underlying recognition structure is a binary tree. 
However, the equivalence of both these semantics has not been 
proven.

As to recognition multiplicity, ETALIS allows the following event 
consumption policies: recent, chronicle, and "free" (i.e., without any 
restriction). However, the declarative aspect is lost with any policy 
other than free, which means that the rule-evaluation order ceases 
to be neutral.

The performance of ETALIS is also assessed on a so-called Fast 
Flower Delivery use case [43].

ETALIS also handles delayed events [44] through two additional rule 
types:

•	 goal_out ( )3 4[ , ][ , ] [ , ]
1, ,T Ta b ie− − − − , expressing that Event b has 

been received and that an Event a having occurred before b is 
expected to finalize the recognition of 1ie .

•	 if goal_out(...) and 2 3<T T , expressing that if an event a 
indeed occurs at 2 3<T T , then event [ ]1 4,

1
T Tie  is triggered.

This algorithm does not have adverse effects on the efficiency of the 
recognition for events occurring on time. However, it requires a spe-
cific procedure to free memory by suppressing goal_out rules after 
a while. Reference [44] explains that, due to practical reasons (prob-
ably a matter of recognition efficiency by preventing rule overload) 
this functionality has not been implemented: therefore, multiplicity is 
lost. To handle delayed events in the case of an absence, ETALIS also 
allows the handling of revised events [4]: new rev goals are intro-
duced to suppress revised goals.

Chronicles

Chronicles are a family of formal languages developed to formally 
describe an event signature and, as such, provide a framework for 
CEP.
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Dousson’s chronicles

A chronicle language was introduced in [45], and developed mainly 
by Dousson et al. [39, 40, 41]. Within this framework, a chronicle is 
somehow a partial order of observable events in a certain context. 
Together with the language comes an efficient online recognition pro-
cess enabling the analysis of a flow of timestamped events that do not 
necessarily arrive in their order of occurrence, with the possibility of 
triggering actions or producing events at a date defined in relation to 
the dates of the events having caused the recognition.

In [39]: a chronicle model is presented as a set of formulae or tem-
poral schemas defining how the association of several observable 
events can lead to a new deduced event, and a set of constraints is 
given. A chronicle is thus a set of events together with contextual and 
temporal constraints. In this approach, the time model is discrete, 
totally ordered, and precise enough to take into account the observed 
events. In more recent works, Dousson et al. [41] associate attributes 
with events that can change their values: chronicles are represented 
by constraint graphs, with events as nodes, and the edges are labelled 
with integer intervals that represent time constraints.

This framework has also been used and adapted by Subias and 
Boufaied [18, 46] to various contexts, but always with discrete time. 
In his PhD work [42], Vu D u ’o’ng applies Dousson’s work to tele-
communication network diagnosis through alarm correlation.

Here is a broad idea of how chronicles are expressed in Dousson’s 
formalism. They are multi-sets of events with additional constraints 
expressed as time intervals (which may contain negative values, 
meaning that the events occur in reverse order than that specified) 
that must be fulfilled by pairs of events. For instance (see Figure 1), a 
chronicle may be A B C D where the interval between A and C must 
be within [−3, 2], the interval between A and D must be within [4, 6], 
and the interval between D and B must be within [−1, 4]. Each event 
in the multi-set has to be mapped exactly once to an event of the flow, 
and the mapping must be consistent with the constraints.

A D

C
–3

–1

2

4

4 6

B

Figure 1 - An example of Dousson’s Chronicle: 
[ 3,2] [4,6] [ 1,4]

C A D B
− −

← → →

The expressivity of Dousson’s formalism is rather low. In particular, 
the fact that chronicles can combine various intermediate patterns 
that may or may not share elementary events cannot be expressed. 
For instance, it is not possible to write a chronicle of the form 
( ) ( )&ABC DBE , that would be recognized if an event B occurs 
between A and C, and an event B (possibly the same, but not nec-
essarily) occurs between D and E. This cannot be expressed in 
Dousson’s formalism, where it is necessary to specify when design-
ing the chronicle whether there is a single B or two distinct B. In addi-
tion, absence is difficult to account for in Dousson’s work. Moreover, 
the issue above regarding shared events between subchronicles also 
applies for absence.

ONERA chronicles

In the formalism of ONERA chronicles, events are represented as 
ordered pairs comprising an event name and a real number (its occur-
rence date). The underlying time model is linear and continuous. 
These events can be endowed with information, called attributes, 
which are ordered pairs of an attribute name and a value.

Attributes are a very expressive feature of the language: an event can 
have any number of attributes and, given that recognitions are built 
upon events, new attributes can be computed, named and associated 
with recognitions, so as to be used at a higher level.

The chronicle language is built by induction, using, among others, 
four constructs expressing the sequence, the conjunction, and the 
disjunction of two behaviors, as well as the absence of a given behav-
ior during another behavior. These constructs have been presented in 
[20, 21].

In addition to this, ONERA chronicles express all of Allen’s 13 rela-
tions, as well as constraints on the durations of behaviors and a few 
additional constructs, such as a change of state and a derived event 
associated with the instant of recognition completion. Moreover, the 
chronicle language allows reasoning on event attributes: a predicate 
can express desired constraints on manipulated attributes. Constraints 
on attributes and attribute creations can be added at each level, and a 
notion of the evaluation context allows attributes to be handled properly 
in constructs where not all subchronicles are present in the recognition 
of a chronicle (typically, absence and disjunction).

The notion of chronicle recognition, originally [20, 21] based on a 
notion of a set of events leading to it, has therefore been replaced 
by a tree-based notion: indeed, an event model set does not retain 
the information specifying which event led to the recognition of 
which sub-chronicle, which becomes an issue when properties are 
expressed over event attributes. Consider, for example, Chronicle 

= ( ) &C A B A . Some recognitions of C may be due to two distinct 
events a (a denotes an instance of A). In a set formalism, these two 
events are undistinguishable, so it is impossible to determine which a 
led to the recognition of sub-chronicle A B, and which led to the rec-
ognition of the single A. Not only is this information lost, but this also 
affects the combinatorics, since the number of recognitions depends 
on this information: if this information is kept, two events a lead to 
two different recognitions of C depending on the distribution

3
.

Continuous time is managed through the use of a look-ahead function 
( ),CT dϕ  providing a future date until which the system does not 

need to be re-examined, since the recognition set would not have 
changed until then. Indeed, the systems considered here are asyn-
chronous, and this function provides the next time when it will be nec-
essary to check for the completion of a given chronicle with delays.

More details on the theoretical framework of chronicle recognition are 
presented in [60], but their general form is that of a triplet ( ), ,C P f , 
where:

•	 C∈X  is a chronicle formula (see below);
•	 P∈S  is a predicate symbol;
•	 ( ),f ∈T P   is an attribute transformation.

3	 Note that there is also one additional recognition for each event a leading to the 
recognitions of both sub-chronicles.
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X  is inductively defined together with two notions of contexts, which are functions from X  to P  (an evaluation context e  and a resulting context r ):

simple event: If A∈N , then ( ), ,P f ∈XA , ( ) { }, , =e A P f ◊ , et ( ) ( ), , = , ,r eA P f A P f  ;

sequence: If ( ) ( ) { }1 2 =e eC C∩ ◊  , then ( ), ,P f ∈X1 2C C , ( ) ( ) ( )1 2 1 2, , =e r rC C P f C C∪   , et ( ) ( )1 2 1 2, , = , ,r eC C P f C C P f  ;

conjunction: If ( ) ( ) { }1 2 =e eC C∩ ◊  , then ( ), ,P f ∈X1 2C & C , ( ) ( ) ( )1 2 1 2& , , =e r rC C P f C C∪   , 
( ) ( )1 2 1 2& , , = & , ,r eC C P f C C P f  ;

disjunction: ( ), ,P f ∈X1 2C C , ( ) ( ) ( )1 2 1 2, , =e r rC C P f C C∩   , and ( ) ( )1 2 1 2, , = , ,r eC C P f C C P f  ;

absence: If ( ) ( ) { }1 2 =e eC C∩ ◊  , then ( ) [ ]( )1 2C C , ,P f− ∈X , ( ) [ ]( ) ( ) ( )1 2 1 2, , =e r rC C P f C C− ∪   , and 
( ) [ ]( ) ( )1 2 1, , =r rC C P f C−  ;

meets: If ( ) ( ) { }1 2 =e eC C∩ ◊  , then ( )1 2C C , ,P f ∈Xmeets , ( ) ( ) ( )1 2 1 2, , =e r rC C P f C C∪  meets , and 
( ) ( )1 2 1 2, , = , ,r eC C P f C C P f meets meets ;

overlaps: If ( ) ( ) { }1 2 =e eC C∩ ◊  , then ( )1 2C C , ,P f ∈Xoverlaps , ( ) ( ) ( )1 2 1 2, , =e r rC C P f C C∪  overlaps , and 
( ) ( )1 2 1 2, , = , ,r eC C P f C C P f overlaps overlaps ;

starts: If ( ) ( ) { }1 2 =e eC C∩ ◊  , then ( )1 2C C , ,P f ∈Xstarts , ( ) ( ) ( )1 2 1 2, , =e r rC C P f C C∪  starts , and 
( ) ( )1 2 1 2, , = , ,r eC C P f C C P f starts starts ;

during: If ( ) ( ) { }1 2 =e eC C∩ ◊  , then ( )1 2C C , ,P f ∈Xduring , ( ) ( ) ( )1 2 1 2, , =e r rC C P f C C∪  during , and 
( ) ( )1 2 1 2, , = , ,r eC C P f C C P f during during ;

finishes: If ( ) ( ) { }1 2 =e eC C∩ ◊  , then ( )1 2C C , ,P f ∈Xfinishes , ( ) ( ) ( )1 2 1 2, , =e r rC C P f C C∪  finishes , and 
( ) ( )1 2 1 2, , = , ,r eC C P f C C P f finishes finishes ;

equals: If ( ) ( ) { }1 2 =e eC C∩ ◊  , then ( )1 2C C , ,P f ∈Xequals , ( ) ( ) ( )1 2 1 2, , =e r rC C P f C C∪  equals , and 
( ) ( )1 2 1 2, , = , ,r eC C P f C C P f equals equals ;

lasts δ : If *δ +∈ , then ( )1C , ,P fδ ∈Xlasts , ( ) ( )1 1, , =e rC P f Cδ lasts , and ( ) ( )1 1, , = , ,r eC P f C P fδ δ lasts lasts ;

at least δ : If *δ +∈ , then ( )1C , ,P fδ ∈Xatleast , ( ) ( )1 1, , =e rC P f Cδ atleast , and ( ) ( )1 1, , = , ,r eC P f C P fδ δ atleast atleast ;

at most δ : If *δ +∈ , then ( )1C , ,P fδ ∈Xatmost , ( ) ( )1 1, , =e rC P f Cδ atmost , and ( ) ( )1 1, , = , ,r eC P f C P fδ δ atmost atmost ;

then δ : If *δ +∈ , then ( )1C , ,P fδ ∈Xthen , ( ) ( )1 1, , =e rC P f Cδ then , and ( ) ( )1 1, , = , ,r eC P f C P fδ δ then then ;

naming: If { }\x∈ ◊P , then ( )1C x, ,P f→ ∈X , ( ) ( )1 1, , =e rC x P f C→  , ( ) { }1 , , = ,r C x P f x→ ◊ ;

cut: If ( ) ( ) { }1 2 =e eC C∩ ◊  , then ( )1 2C !C , ,P f ∈X , ( ) ( ) ( )1 2 1 2! , , =e r rC C P f C C∪   , and ( ) ( )1 2 1 2! , , = ! , ,r eC C P f C C P f  ;

change of state: If ( ) ( ) { }1 2 =e eC C∩ ◊  , then ( )1 2C !!C , ,P f ∈X , ( ) ( ) ( )1 2 1 2!! , , =e r rC C P f C C∪   , and 
( ) ( )1 2 1 2!! , , = !! , ,r eC C P f C C P f  ;

recognition event: ( )1@C , ,P f ∈X , ( ) ( )1 1@ , , =e rC P f C  , and ( ) ( )1 1@ , , =r rC P f C  .

event ( ),e t R∈ ∈ ∈N E event flow ( ) ( )( )1 1 2 2, , , ,e t e t   such that 1i it t +<

τ , name for time elapsed attribute retrieval function a : ( ) ( ),,
i ii i e te t X

event attributes P V⊂ × behavior recognition attributive set

attribute names values
( )( ) ( )( ){ }
( ) ( ){ }( ){
( ) ( ){ }( ) }

1 21 21 2

1 1.1 1.1 1.2 1.2

2 2.1 2.1 2.2 2.2

, ,, , , ,

, , , , , ,

, , , , , ,

j jj je tj e tj

j j j j j

j j

r

j j j

p X p X

p p p

p p

X

p

υ υ

υ υ

=

=

=




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event attributes set

( ) ( ) ( ){ }1 1 2 2, , , , ,i i i ie t p v p vX = 

Figure 2 - Events and attributes for chronicles
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Chronicles allow for multiplicity and historization of recognitions. They 
also allow the gradual recognition of behaviors in real time, as events 
flow. The need for multiplicity and historization prevents the use of 
simple finite-state automata (see [17]), but a first recognition tool 
called Chronicle Recognition System (CRS/ONERA) was developed at 
ONERA in the late 1990s in [19], based on duplicating automata so 
as to comply with performance and inter- operability requirements. A 
colored Petri net model was also developed, implementing chronicle 
recognition for the initial operators – sequence, conjunction, disjunc-
tion, and absence – and its adequacy has been proven (see [23, 21]). 
A new recognition tool has also been developed in the form of a C++ 
library called Chronicle Recognition Library (CRL)

4
, which can be eas-

ily used for real-world critical applications. Its algorithms are directly 
based on the formal semantics of the chronicle language, therefore the 
recognitions produced by CRL are considered t be adequate by con-
struction. The efficiency of CRL is also ensured by a validity window 
mechanism that eliminates obsolete initiated recognitions after a time 
specified by the user. Applications of CRL are presented in [24, 22].

Other approaches

Other families of approaches to stream reasoning are at the two far 
ends of the spectrum of SR techniques: DSMS and KRR. We illustrate 
them in this section through two representative examples: CQL (a DSMS 
framework) and LARS (based on KRR and answer set programming).

Continuous Query Language

Continuous Query Language (CQL) [6, 7] is a language based on the 
database query language SQL, extended with streams as additional 
data sources. In CQL, a stream is viewed as a bag of elements in the 
form ,c t , where c is a tuple and t is a timestamp; a relation maps 
timestamps to bags of tuples. To make these concepts compatible, 
the operational semantics of CQL relies on three kinds of operators:

•	 Relation-to-Relation operators contain usual SQL operators to 
manipulate relations;

•	 Stream-to-Relation operators apply window functions to the in-
put stream to create a relation for recent tuples;

•	 Relation-to-Stream operators translate back a relation into a 
stream for the output of continuous queries.

There are interesting parallels between CQL and our approach; in par-
ticular, the fact that CQL has operational semantics where evaluation 
is performed stepwise as a query is evaluated. However, being based 
on SQL-like queries, CQL handles the stream by filtering, joining 
and aggregating data in a deterministic way, and does not allow for 
abstractions, constraints, complex negation, and non-determinism.

Compared to CQL, our approach allows additional abstraction and 
reasoning features, including the absence (which is a form of complex 
negation) and temporal modalities. Both features are particularly impor-
tant in our approach, as evidenced by the various levels of reasoning 
in aerospace case studies that we have treated (cf. Table 5.9 in [60]): 
indeed, intermediate (i.e., Level-2) and interest (i.e., Level-3) chron-
icles contain temporal modalities (e.g., at least, @, and !! in Level-2 
chronicles, as well as in Level-3 chronicle NoClearanceToTakeOff(ID), 

4	 CRL has been deposited at the French Agency for Program Protection and is 
available under the GNU LGPL license.

as well as absences with additional correlations to event attributes; 
e.g., Level-3 chronicle NoFrequencyToTakeOff(ID).

LARS

LARS [16] consists of two languages: LARS formulae extend propo-
sitional logic with generic window operators and additional controls 
to handle temporal information, and, on top of this, LARS programs 
extend Answer Set Programming (ASP) with rich stream-reasoning 
capabilities. It is aimed at targeting AI applications in a streaming con-
text, such as diagnosis, configuration, or planning.

Fragments of LARS have been implemented in several experimental 
prototypes [16], based on different realization principles, but they 
either lack efficiency or are restricted to specific LARS programs, in 
particular with restrictions on the use of negations.

In contrast to chronicles, LARS semantics is based on time points. 
Nevertheless, as stated in [16], when comparing LARS and ETALIS, 
it is possible to represent intervals in LARS and thus partially cap-
ture the notion. However, this representation is unable to take into 
account overlapping intervals (for a same formula): indeed, LARS 
assigns atoms to a single timeline by an evaluation function, so it can 
encode intervals only by assigning atoms to consecutive time points. 
Adjacent or overlapping intervals for the same atom cannot be distin-
guished and, worse still, merge into a single larger interval, which is 
incompatible with our objective of multiple recognitions.

An application to aeronautics

To illustrate the interest of these techniques in the aeronautic field, we 
present an example of a hypothetical unmanned aircraft inserted into 
general air traffic, as described in Figure 3.

This is a global problem that raises many interesting issues, and implies 
interactions between the aircraft, its pilot (on the ground) and Air Traffic 
Control (ATC). We focus here on a potential hazard, which is the loss of 
the telecommand (TC) link, meaning that the pilot is unable to transmit 
orders to the unmanned aircraft. In such a case, there has to be a pre-
determined course of action (e.g., return to base, pursue current route, 
land at the nearest airport, etc., – which one exactly is not relevant here). 
If such a loss occurs, it is obviously important that all three agents 
(ATC, pilot, and aircraft) share the same understanding of the situa-
tion, so that, in particular, both of the human actors act consistently. 

UA

ATC RPS

Voice

Voice

Telecommand 
& Voice

Voice & 
Telemetry

Figure 3 - Schematic representation of the three-agent system
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Figure 4 - State diagram of telecommand loss
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However, each actor has access only to a partial sub-
set of information, from which they deduce the status of 
the TC link. Hence, their reasoning can be modelled through 
chronicles and this can be used to detect inconsistencies.

Here, low-level observable events will schematically be the actions 
performed by each agent on the system or their changes of state, 
which are modelled according the state diagram in Figure 4 represent-
ing the protocol followed by each agent. The diagram is distributed 
between the three agents: UA (Unmanned Aircraft), RPS (Remote 
Pilot Station), ATC. Each agent is broken down into sub-systems. A 
sub-system represents a functionality controlled by the agent, or a 
specific knowledge that it may possess about the overall system situ-
ation; e.g., the RPS Voice sub-system describes whether the RPS is 
aware of a potential radio communication loss. Each sub-system is a 
set of states that have to be followed in a specific order regarding the 
system evolution. Arrows between states describe this order and the 
necessary conditions to trigger a state change, and may possibly be 
associated with a specific action to be performed by the agent. This 
information is labelled on the arrows in three different parts: event, 
condition and action, and written event [condition]/action.

The formalism can then be used to detect undesired behaviors, such as:
•	 Incoherent ATC Voice: the transponder code emitted by the UA 

starts indicating code 7600 to Air Traffic Control, which means 
that there is a voice failure, but the controller has not realized 
this, and this is expressed by the fact that the diagram does not 
switch to ATC Lost Voice.

•	 Incoherent flight mode UA/ATC: after a fault that has been 
solved, the UA has switched back to a nominal flight but ATC 
remains in an urgency service.

Once one of these behaviors is detected, its origins have to be deter-
mined. If the cause is due to faulty behavioral guidelines, then the 
model has to be corrected, and, otherwise, if the source is human, 
it should be planned to trigger alarms warning the pilot and/or the air 
traffic controller of the situation.

These behaviors are represented by the following chronicles:
•	 Incoherent ATC Voice

(to_ATC_Nominal_Code to_ATC_7600_Code then 5) − [to_
ATC_Lost_Voice]

•	 Incoherent flight mode UA/ATC
(from_UA_Nominal_Flight

((to_UA_Nominal_Flight then 10) − [from_UA_
Nominal_Flight]))

−[to_ATC_Nominal_Service]

The possibility, once a hazardous behavior has been recognized, of 
determining its origin is provided by the properties of the chronicle 
framework.

Conclusion

While no single Stream-Reasoning approach can claim to be able to 
tackle all possible uses of Stream Reasoning, the overview of meth-
ods presented in this paper shows that handling a rapidly changing 
dynamic dataflow with elaborate reasoning is now feasible. These 
methods find applications in a very broad spectrum, which includes:

•	 the detection of inconsistencies between pilot and air traffic 
control in a scenario where an unmanned aircraft may lose its 
telecommand [24] (see above), with chronicles;

•	 the supervision and analysis of hazardous situations using an 
unmanned aircraft to assist police services [47, 35, 36, 34], 
with chronicles;

•	 various medical applications, including heart monitoring [30, 25, 
62, 37, 61, 27], using chronicles together with learning techniques;

•	 management of alarms for the detection of cyber-intrusions 
[56], with Dousson’s chronicles;

•	 Web-service diagnostics [59, 31, 52], with chronicles;
•	 public transportation quality assessment [48, 68], with EC 

(project PRONTO);
•	 video-surveillance [66, 13, 11, 9], with EC (project CAVIAR);
•	 social media analysis [66];
•	 assistance in decision-making during air combat [29], with 

chronicles;
•	 network supervision and monitoring management[67], with 

chronicles;
•	 supervision of a gas turbine in a petrochemical plant [55] and 

supervision of a milk factory [53], with chronicles;
•	 characterization of human activities [32], with chronicles 
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Multi-Agent Paradigm  
to Design the Next Generation 

of Airborne Platforms

Airborne platforms such as Remote Piloted Aircraft Systems (RPAS) operate 
in highly critical contexts. The next generation of RPAS will be endowed with 

multifunction sensors (i.e., each sensor offers a large panel of functions to the 
platform's manager during the mission). As a platform, RPAS carry out a wide 
collection of complex tasks, thanks to the interleaving of the various services of 
sensors. The sensors are in charge of collecting data from the environment.
Our main goal is to design a system as a software medium layer 
between the platform manager and the hardware resources on 
board the airborne platform (i.e., multifunction sensors).
Today, the requirements of the platform in terms of autonomy, modularity, 
robustness and reactivity, as well as the industrial constraints, call for 
the design of a new multifunction system architecture. Such a design 
may rely on a multi-agent paradigm since it is modular by nature and the 
agents naturally bring autonomy and pro-activity to the system.
This paper presents new and original contributions: (1) an original agentification 
of the system, in the form of a multi-agent architecture that captures the 
dynamics of the environment by creating agents depending on objects that 
may appear in the mission theater; (2) agents that generate a task plan 
(a task is an action that will require a sensor to be achieved) according to the 
resources (e.g., the sensors) needed; (3) a scheduler that handles the task 
plans issued by the agents in order to provide efficient sensor scheduling.

A. El Fallah Seghrouchni 
(Sorbonne Université)

L. Grivault
(Thales Defense Mission Systems)

E-mail: amal.elfallah@lip6.fr

DOI: 10.12762/2020.AL15-03

The context

Nowadays, airborne platforms are used worldwide for air superior-
ity, as a strategic asset during various kinds of operations, including 
conflicts, surveillance and rescue. These operations occur in highly 
dynamic environments with a low predictability under scenarios 
combining up to a thousand entities. The involved entities all have 
their own behaviors, speeds and trajectories. In this context, onboard 
instruments (i.e., sensors) allow the platform, hence the mission 
manager, to collect knowledge from the field.

Throughout the years, sensors have become complex systems, 
multifunction, able to share data, communicate and, since recently, 
collaborate. Sensors are all specific to various physical dimensions 
(electromagnetic at different wavelengths, optics, infrared, etc.) and 
different ranges (few meters to hundreds of kilometers, shallow to 
wide angles, etc.). Due to this variety, collaboration between sensors 

allows new data to de deduced concerning the environment by over-
lapping outputs coming from many sensors.

The sensor scopes and ranges are not limitless, the function set is 
expanding, and with a maximum of about a thousand entities in the 
field, the global sensor capacity is the main limit for the enhancement 
of the MSS.

As a result of sensor limits in terms of range and scopes, the plat-
form's localization is one of the main requisites for sensor efficiency. 
This requirement implies that the MSS has to be fully aware of the 
platform trajectory and speed.

Due to the criticality of the context and the mission's objectives, opera-
tors are expecting a certain determinism from the decisions proposed 
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by the MSS. The MSS will be following clearly defined rules specifying 
sensor actions and which tasks will be accepted by the scheduler.

The evolution of battlefields due to many factors, including new tech-
nologies and conflict transformation, leads to emerging needs [4]. 
These needs directly affect the development of airborne platforms and 
thus of Multi-Sensor Systems (MSS). On the one hand, new operat-
ing conditions entail the use of autonomous platforms with advanced 
flexibility and multirole capabilities [9]. On the other hand, the rapid 
evolution of the technologies together with the cost reduction objec-
tive are leading industries to develop more reliable and durable sys-
tems [2]. Sensors carried by RPAS are now able to perform a large 
panel of functions, such as image acquisition, spectrum analysis, and 
object tracking [5]. All of these sensors play a major role in operation 
and their optimization has become essential.

In this article, we will study the management of resources onboard 
Remote Piloted Aircraft Systems (RPAS). Our approach is aimed at 
designing a suitable architecture to deal with resources; i.e., various 
sensors in our target application. We adopt the multi-agent paradigm by 
using an agent-based architecture for the multi-sensor and multi-function 
system. This review presents new and original contributions: (1) a multi-
agent architecture that captures the environment dynamics by creating 
agents watching the mission theater, which corresponds to an original 
agentification of the system; (2) each agent generates a task plan accord-
ing to the resources that it needs, namely the sensors; (3) our scheduler, 
which handles the task plans issued by the agents in order to provide 
efficient sensor scheduling. The coordination of the sensors is then sup-
ported by a scheduling mechanism, in order to satisfy the requirements 
of the mission and the platform in a hardly-constrained environment.  

Our paper goes on to present a realistic scenario and shows, through 
simulations, how the multi-agent system evolves and how our sched-
uler manages the agents' task plans in a realistic mission theater.

This paper is organized as follows: Section 2 briefly presents the 
multi-agent paradigm and related work, and emphasizes the original-
ity of our contributions. Section 3 presents our framework, including 
the multi-agent architecture that we propose for the design of the next 
generation of airborne platforms; Section 4 details the scheduling 
mechanism; Section 5 provides our experimental results based on the 
scenario given by our industrial partner. Finally, Section 6 concludes 
this paper and presents our perspectives.

Related Work

In artificial intelligence, an intelligent agent (IA) refers to an autono-
mous and goal driven entity called agent that acts in order to achieve 
goals. An agent is usually embedded in an environment that can per-
ceive through sensors and modify consequent actuators. It may be 
simple (such as a reactive agent) or complex (such as a BDI agent, 
or cognitive agent) depending on the modelling requirements. In all 
cases, intelligent agents may be endowed with skills to achieve their 
goals. Cognitive agents may use knowledge and intelligent skills, such 
as methodic, functional, procedural approaches, algorithmic search 
or reinforcement learning. A multi-agent system (MAS) is composed 
of an organization of multiple interacting intelligent agents. A multi-
agent paradigm can solve problems that are difficult or impossible for 
an individual agent or a monolithic system to solve [11].

Agent-based online architectures are currently used within the Air 
Traffic Controllers (ATC) [7,1] of many Airports. These agent ATC 
architectures demonstrated the advantages brought by agents in 
terms of autonomy. The objectives of ATC are to control the traffic 
in geographical areas [10]. This task is usually done by a human 
operator, who can be potentially overburdened depending on area 
attendance [3]. In this context, agents can be used to follow the loca-
tion of aircraft in a geographical area, and assist/alert the operator in 
various situations.

In ATC, agents are mainly used as secondary operators assisting the 
main system's user with automatic treatment, freeing the operator 
from some of the workload. ATCs have many constraints in common 
with a MSS, especially complex visualization of the field, data over-
loads, high criticality and low delays.

The fundamental difference between ATC and MSS lies in the pres-
ence of the sensors. Sensors in this kind of airborne platforms are 
highly complex instruments, continuously expecting precise requests 
to work (time, orientation, duration, power, movement tracking, etc.). 
Furthermore, all requests, treatments and products should be pro-
cessed in a real-time manner, leading to highly responsive and predic-
tive sensor behaviors.

Driving sensors through a multi-agent system has been studied 
previously in the context of sensor-mission assignment [6]. In this 
previous architecture, sensors were agentified and shared missions, 
which were given by a mission manager. In our system, the MSS 
also generates sensor plans by analyzing the data coming from the 
field and making sensor plans in consequence. This feature leads the 
MSS to support low-level sensor requirements, as well as high-level 
autonomy goals simultaneously.

From a scheduling point of view, our scheduler manages task plans 
(tasks are complex actions that require resources such as sensors to 
be achieved) that are feasible within a particular time window. Each 
task is specified by precedence and duration constraints. The plans 
are weighted by an operationally determined priority coefficient, and 
the industrial need requires mainly this coefficient to be taken as 
input. In our architecture, the objective is not to balance the use of 
resources, since each task is dedicated to one precise resource, but 
rather to have all priority plans scheduled at the end of the schedul-
ing process. This approach is quite different from those described in 
the scheduling literature, which is mainly centered on sharing divis-
ible tasks with dynamic priority, in order to distribute them among 
resources in an optimized way.

The MSS framework

At first sight, the MSS acts as an interface between the Mission 
Manager and the sensors' aperture set. The MSS helps to provide 
high-autonomy features, as well as an accurate control of sensors 
and efficient use of limited available resources (sensor apertures, 
power, cooling, computing power, etc.) [2]. To build this MSS, we 
will resort to a multi-agent architecture since the agents are suit-
able for bringing the flexibility and the autonomy required by the 
MSS. The following section will describe our proposed architecture, 
given in the figure, as well as the inputs and outputs of our MSS 
architecture.
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MSS Architecture description

High-Level Orders and Policies

Policies and high-level orders are the only commands available to the 
operator for regulating the MSS behavior. They are sent dynamically 
(according to the changes that may occur during the flight) to the 
Mission Manager for effective control of the airborne platform. 

High-level orders are defined as objectives to be achieved by the mis-
sion as a whole, while the policies are defined as a set of rules to be 
followed by the MSS. Policies impact the behavior of the multi-agent 
system that implements the MSS, and thus act at various levels. This 
may imply some restrictions on the sensors, or on the autonomy of 
the agents' behavior. Indeed, the policies are transmitted to every 
agent when updated by the mission manager. 

Knowledge Base

The knowledge base gathers all knowledge needed by the MSS agents 
to plan for the use of required sensors. These data specify the generic 
characteristics of the field objects, the generic agents' behaviors and data 
acquisition procedures on the high-level decision side. On the low-level 
side, available knowledge is about sensor delays, scope specifications, 
speed requirements, running times and all kinds of data required for the 
evaluation of sensor operations. They are loaded offline to the MSS.

Platform Data

The platform's data communication provides all essential data for high 
and low level decisions. In fact, the air temperature, platform altitude, 
speed, position or even weather are required data to plan sensor opera-
tions, since they affect sensor operations. Since the current platform 
position is needed for real-time sensor requests, upcoming positions are 
also required in order to plan next sensor actions. For this reason, the 
platform flight plan is available to the MSS. This flight plan is dynamic 
and can be adapted by the operator during the mission; however, the 
actual position can differ from it; e.g., in case of an unplanned maneuver.

Global Scheduler

The global scheduler receives all of the plans from the agents, to 
schedule them accurately on sensor timelines. Due to the number 
of objects present in the field (i.e., a large number of agents in the 
architecture), the scheduling is an important process in our system. 

Resource Managers

When one of the resource managers receives the plan produced by 
the scheduler, the resource accurately plays the content of its timeline 
as specified in the global plan. The manager reads all of the timeline 
tasks present and, in the case of material resources, sends the cor-
responding orders to the sensors.

The Track Merger

After the sensors have accomplished their tasks, the results are sent 
to the track merger. The track merger merges all data coming from 
sensors and delivering data to the agents. The merging is a complex 
operation, due to the scattered data recovered from the field. The par-
tial observation of the field leads to a lack of object data continuity.

MSS Outputs

This architecture assists the Mission Manager during decision mak-
ing, so the purpose of the MSS is to share all of the data gathered 
by the sensors. The MSS and the Mission Manager are both coun-
terparts exchanging information about the tactical situation (i.e., the 
theater's body of knowledge). In addition, the Mission Manager is able 
to control the MSS manually during operation and to bypass the MSS' 
decisions.

Closed Loop Sensor Control

This four-step process of planning, scheduling, sensing and merging 
operations constitutes a fast sensor closed control loop. 

Between high-level decisions and sensor management, agents play 
an important role in the MSS architecture.

Agent Design

Agents have a unique objective: to collect as much data as possible 
about field objects through the use of sensors in order to fulfill high-
level orders. To achieve its goal, an agent will try to select and execute 
one of the available functions on the NGAP. In practice, a function 
will rely on a pre-compiled task plan while the local scheduler is in 
charge of time instantiation (tasks durations, deadlines, etc.). In our 
framework, each task is associated with a resource and sensors are 
assimilated to material resources. 

Agents are equipped with communication modules, memory and a 
core. They have a double role: creating high-level sensor objectives 
and generating sensors plans.

To increase the architecture's potential, we consider three classes of 
resource: a) sensors (e.g., an antenna); b) any type of equipment that 
can be reserved for the functioning of the sensors (e.g., an image 
processing unit); and c) any physical magnitude necessary for the 
proper functioning of the sensors (e.g., frequency).

This allows the agents to make task plans involving sensors, as well as 
the resources needed by sensors. This classification of resources has 
proved to be useful for the exclusive use of sensors when they need 
access to the same non-material or material resource. With this classi-
fication, the task dependencies are reduced, and the allocation process 
is faster due to fewer exchanges between the scheduler and the agents. 

In our architecture, all of the resources are considered as artifacts [8]. 
In this context, an agent has a double role: creating high-level sensor 
objectives and generating, for a given function, a feasible task plan 
with an accurate allocation of resources. 

Communication features are needed for exchanging data with an 
agent's environment while the memory feature provides necessary 
variables for the agent's operations and rational behavior. The core 
is hosting all running algorithms supported by the two previous fea-
tures, in order to exchange and to store computed data.

An agent has in its memory a map of all variables standing for real objects, 
such as speed, altitude, position, attitude and vital signs. This map is empty 
at the creation of the agent, and is filled over time with collected data, to be 
aggregated in order to provide knowledge about objects. 



Issue 15 - September 2020 - Multi-Agent Paradigm to Design the Next Generation of Airborne Platforms
	 AL15-03	 4

Two main processes are at the core of the decision of the agent and 
determine which, how and when sensor functions should be acti-
vated.

The first main process determines which high-level functions (i.e., 
operational functions) should be achieved in order to acquire data.

For this purpose, groups of algorithms need many inputs, such as 
platform data, operational knowledge (e.g., rules of actions depend-
ing on object characteristics), group orders, policies, agent orders, 
and specific field object variables. 

The second main process considers the previous result and evalu-
ates the precise timing of function execution. Firstly, it considers the 
sensor knowledge suitable for the function, such as sensor scopes, 
resource needs, timing constraints, etc. 

Then, the global platform context, such as the flight plan, tempera-
tures, weather and all platform variables likely to influence the sen-
sors' work. Finally, all of these data modify the chosen function to a 
specific sensor plan placed along the platform's trajectory. 

Feedback between these two processes is important to prevent the 
unfeasibility of the high-level function. In fact, the agent's main ben-
efit is autonomy. This benefit is also brought by the adaptability of 
decisions taken by agents and the ability that it has to propose new 
solutions if a particular sensor is not available (sensor failure, weather 
incompatibility or other sensor conflict). 

Agents roles

Agents are generic when created, meaning that they are all able to 
instantiate various available task plans at the system birth. Agents 
become specialized along the platform flight after receiving field data. 
It should be specified that the MSS can detect an object without 
knowing either what kind of object it is or the object's position. 

Therefore, it should also be specified that not all sensors can be used 
with all kinds of object. If the agent is not specified because of a weak 
data feed, available functions for this agent would refer to a very large 
set of sensors. The connection between the agents and field objects 
brings many advantages:

•	 A natural virtual embedded vision of the field with a network of 
active objects.

•	 Easy access to behavior analysis and learning functions when 
faced with in-field unexpected events.

•	 Strong modularity of development.
•	 High autonomy of the MSS provided by the agents' proactive-

ness. 
•	 Easy modeling of an open system, with objects that appear or 

disappear dynamically.
•	 A first step for a fully decentralized tactical situation architecture.

From the operational point of view, all field objects possess a spe-
cific degree of interest for sensors. For instance, a highly critical or 
dangerous object in the field would naturally lead to a proportional 
use of sensors to gather knowledge about this object. The closed 
control loop achieves this autonomy objective with the implication 
of agents. 

Scheduling

MSS Efficiency

The efficiency of the MSS relies on the consistency of achieved tasks 
according to environment parameters:

•	 Events from the field (e.g., weather changes).
•	 Platform condition (e.g., platform speed and attitude).
•	 MSS state (e.g., sensor failure).
•	 Field object behaviors (e.g., an object's appearance or attitude 

changes).
•	 Operator instructions (e.g., specific operating policies given by 

different operators).

The highest efficiency is reached if the MSS has collected the maxi-
mum volume of significant information about the field with regard to 
all of the previous parameters.

The great number of objects present in the field implies a large quan-
tity of sensor plans created by the agents. Many of these plans can 
be insignificant from an operational point of view. As an example, we 
can imagine a scenario in which the platform is tracking an important 
object in the field through the radar sensor; the importance of the 
object implies a high level of priority.

For instance, if the platform is approaching a highway used by 300 
vehicles with low operational interest, agents will send sensor plans 
corresponding to an identification procedure. 

After sorting by priority order, not all of the requests will be achievable 
by the same sensor. A part of these would be achieved by another 
one (e.g., a camera sensor) while the other part would be simply 
unachieved. Despite a partial realization of agent requests, the result-
ing efficiency is optimal in the given situation.

The determination of the agents' priority level is an important point of 
the scheduling consistency.

Task plan

Year after year, the number of functions (e.g., take a picture or listen 
to signals on M-band) achievable by an MSS has multiplied. Today, 
sensors allow many different functions to be carried out. Each func-
tion is achieved through a specific task plan.

A task is an indivisible action achieved by a resource. A task can be 
identified as kT , of duration kD  and scheduled on the timeline of a 
resource jr . The task starts at st  and finishes at s kt D+ .

Resources' 
timelines

time

jr

1r

nTask

nD

s nt D+st

Figure 1 – A task and its parameters
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A task plan is an ordered set of tasks to achieve a sensor function 
(e.g., Take a picture requires the use of two resources: An optical 
camera and an optical image-processing unit).

Figure 2 represents a plan composed of three tasks, each needing a dis-
tinct resource. This figure shows the asynchronous and indivisible features 
of resource occupations. In fact, Tasks 1 and 2 start and end at the same 
time, while Task 3 starts before the previous tasks end. The resources are 
fully allocated during the tasks. The plan weight is determined by agents 
and reflects the importance of executing the plan at an operational level.

Plan tasks and tasks directly inherit the agent's priority.

Plan kP  is defined such that { }, , , ,k r dP T T C Tα= , where α is the 
plan's priority, rT  is the release time of the plan, dT  is the plan's 
execution deadline and C is the set of constraints that specifies the 
order of the set of tasks { }1 2 3, ,kT T T T= . 

Scheduler

The scheduler takes as input the plans issued by the agents and the 
plans already scheduled on the timelines, as well as their priorities, 
and defines a global schedule. After sorting all of the plans by prior-
ity, the scheduler's algorithm calculates the start time for each task 
contained in the plans.

The result is a global schedule constituted of interleaved tasks. This 
scheduling is achieved for a temporal horizon HT .

The plans that were not accepted within the temporal horizon are not 
scheduled and will be processed later when the average priority of all of 
the plans will be lower. If a plan is not scheduled, the agent is advised 
about the failure and is able to submit a new plan on less busy resources.

Given that our algorithm schedules plans one by one, and the industrial 
context requires the plans with the highest priority to be scheduled despite 
the low-priority plans, the plans of highest priority are scheduled first. 

The scheduling can be based on highest priority first plan insertion through 
starting date computation, with the possibility of ordering plans if needed.

Experimental Results

Scenario

Since testing in real situations is complex and very expensive to be 
achieved with this kind of platform and MSS, we implemented this archi-
tecture and its environment in simulation. Hence, we developed a special 
test scenario, able to show the main decisions that an operator takes 
during a mission. This scenario gathers up to 10 steps where the platform 
is deployed in various different contexts with different criticality. Thanks to 
this scenario, we can now evaluate the behavior and the decisions taken 
by our MSS architecture by simulation in realistic situations. 

Figure 4 shows the visualization of the main window of the simulation 
engine.

The bottom frame represents functions and resources available in 
the MSS. Framed resources and functions are currently working and 

Figure 3 – Resulting global scheduling

TST

Obj

RPAS

Figure 4 – Visualization of the simulator's main frames

Plan k

kP  Start kP  End

kP  / Task 3

kP  / Task 2

kP  / Task 1

timeResources' 
timelines

1r

2r

3r
rt dt

Figure 2 – A task plan involving three resources
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unframed ones are not. The links between functions depict the func-
tions' dependencies on the sensors. 

At this step of the scenario, the watch mode of the RPAS, which was 
enabled at the power-on of the MSS, has planned and executed the use of 
an electromagnetic detector. It detected the presence of a radar ("Obj" in 
the figure), and is heading towards the emitting object to obtain more data 
about it. As in reality, the MSS is not managing the platform attitude (nor 
deciding the platform maneuvers or controlling RPAS surfaces), but the 
Mission Manager is deciding to go toward the object after the MSS shared 
data received and proposed an identification procedure (proposition emit-
ted by the corresponding agent) at that point. The detection of this object 
led to the activation of various other sensors. The cone around the RPAS 
is the visualization of an optical sensor (i.e., camera) turning around the 
platform. This sensor was also activated by the watch function.

After many tasks, an objective is given to the platform: "seek the 
object TST" (i.e., Time Sensitive Target) in a particular area. After 2 
minutes and many achieved tasks, the TST was found as expected 
without human control over the MSS' sensors.

Some functions were implemented to enhance the robustness of the 
MSS, including agent death and replication to avoid blocked agent 
issues by detecting and killing blocked agents and creating a new 
agent with the data backup from the previous one. 

The MSS' global behavior matched our expectations during simula-
tions and sensor tasks were scheduled in time and consistently with 
regard to the simulated field. The modularity of the MSS is improved 
by this architecture and the agent nature allows the architecture's 
characteristics to be specified block by block.

With regard to the system autonomy, the simulation showed the abil-
ity that the MSS has for managing high-level objectives depending 
on its own observations, without any intervention from the operator.

The previous states of the visible tactical situation were accomplished 
in a fully automated way with no human manipulation. All of the nec-
essary data were embedded in the algorithms, plan descriptions and 
tactical rules, like for a real platform during flight preparation. The simu-
lation started with the creation of the RPAS agent, which is a particular 
derivation of the agent class. The RPAS goal is to build plans able to 
collect data from the field in order to detect objects. Once the RPAS was 

created, many watching plans were built and sent to the scheduler. The 
sensors worked according to the plans and the produced data were 
sent to the track merger, responsible for agent creation.

After many tasks, an objective was given to the platform: "seek the 
object TST" (i.e., Time Sensitive Target) in a particular area. After 
a while and many sensors tasks, the TST was found as expected 
without human control over the MSS' sensors.

Some functions were implemented to enhance the robustness of the MSS, 
including agent death and replication to avoid agent-blocking situations. 

The MSS' global behavior matched our expectations during simula-
tions and sensor tasks were correctly scheduled. Work should be 
done to refine choice models concerning agent plans, sensor behav-
iors, and object behaviors. However, the modularity of the MSS is 
improved by this architecture and the agent nature allows architecture 
characteristics to be specified block by block.

With regard to the system autonomy, the simulation showed the abil-
ity that the MSS has for managing high-level objectives depending 
on its own observations, without any interventions from the operator 
other than specifying policies.

Experimentation

Agents submitted 100 plans to the global scheduler (each agent has 
a local scheduler that generates pre-compiled plans). As done by our 
algorithm, the scheduling results are given in Figure 5 and Figure 6.

Figure 5 shows that the number of scheduled plans increases with the 
size of the temporal horizon. In our simulation, whatever the priority of the 
plan, its deadline coincides with the temporal horizon. If the plans are quite 
temporally constrained, then giving the scheduler more time is not useful to 
increase the number of scheduled plans. It also shows that the scheduling 
time depends on the temporal horizon. The larger the horizon is, the less 
reactive the scheduler is. From an operational point of view, a scheduling 
time above 660ms is not acceptable: the temporal horizon should be under 
120s to keep the scheduling time under 100ms, depending on the mission.

Figure 6 shows that the plans with the highest priority are scheduled 
as soon as possible, even in a narrow window (temporal horizon). 
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In addition, the average priority of the scheduled plans converges to 
the average priority of all of the plans.

The operational requirements are met by the scheduling that we pro-
pose, since most of the time the MSS faces situations that require 
short-time scheduling with few plans having high priorities. 

In this dynamic instantiation of the scheduler, the global schedule is 
redefined each time a plan with a priority higher than the lowest prior-
ity of the scheduled plans is received from agents. To avoid started 
plans being stopped before they are finished, they are isolated from 
the schedule queue. Started plans are stopped only if higher priority 
plans cannot successfully be scheduled because of their time window 
constraints (i.e., release/deadline times).

Conclusion

Our study is aimed at dealing with new scheduling problems in the context 
of RPAS. We are interested in the scheduling of task plans instead of the 
classical scheduling of tasks. This implies several differences with exist-
ing algorithms. For instance, removing an unfeasible task plan releases a 
set of resources, which strongly affects the ongoing scheduling.

We also have to deal with a flow of requests from the agents. This can 
be roughly viewed as online scheduling, but at this stage we have no 
information about the probabilities of agent requests.

From the architecture point of view, our design of a multi-agent system 
allows dynamic and open theaters to be considered. The dynamics 
of the architecture, its flexibility and the first results of our scheduling 
mechanism provide a promising solution for the next generation of 
airborne platforms. Indeed, the multifunction and multi-sensor fea-
tures of this platform are fully exploited by the multi-agent system. 

The closed loop sensor functions and resource allocation control by 
agents is a first breakthrough concerning agent-based online archi-
tectures for strongly constrained systems like MSS.

The results provided by the simulation gave us a first proof of concept 
concerning the architecture. The general behavior of the simulated 
MSS, the agents' planning abilities, and the general flexibility of imple-
mentation met our expectations. 

The various different software blocks are henceforth welcoming inno-
vative algorithms concerning tactical situation forecasting, improved 
track merging, collaborative agents, refined scheduling, and enhanced 
communication protocols. 

These future algorithm developments will have an important role in 
the architecture efficiency and sustainability. Scheduling is one of the 
main algorithms affecting the MSS overall consistency and will be the 
topic of upcoming research.

A modular software architecture for autonomous and optimized sen-
sor driving has been presented. However, this approach does not 
propose any hardware architecture. Since the final MSS capabilities 
and modularity also depend on the supporting hardware and its dis-
tribution within the platform, special attention should be paid during 
its designing task to appreciate all of the features provided by the 
architecture.

Finally, the architecture may be potentially adapted to less constraining 
platforms like underwater vehicles, piloted aircraft, or land vehicles.

Perspectives are various, ranging from the improvement of the sched-
uling by using a learning approach in order to anticipate the law of 
arrival of demands from the agents, to the decentralization of the 
architecture and multi-platform cooperation 
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Collaborative Common Path 
Planning in Large Graphs

This paper studies two-agent path planning algorithms in graphs, where the two 
agents are assigned independent initial and goal states but are incentivized to 

share some parts of their travel glued together by scaling down the duet cost function 
when they move in formation. Applications range from ride sharing to formation 
flights. After presenting an optimal but unscalable algorithm, we propose a decoupled 
approach that separates spatial and temporal reasoning by first geometrically finding 
formation and breaking nodes in the graph then temporally synchronizing the agents 
on the formation node by adapting their speeds along their paths in the graph. 
We also introduce an original heuristic function, which accounts for the potential 
formation paths in the graph and that is used to guide A* search on a cross-product 
graph representing the coordinated moves of the agents. We finally experiment our 
framework and compare its variants on grid-like and aircraft formation flight problems.
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Introduction

Path planning has a long history of research dating back to the early 
days of Artificial Intelligence. Many variants have been studied, from 
continuous motion planning [2] to discrete optimization in graphs [5] 
including sampling approaches [16], investigating both single-agent 
[9] and multi-agent [23] settings. Multi-agent frameworks have mainly 
looked at optimizing trajectories for a set of agents while avoiding col-
lisions [13][11], or at coordinating the trajectories of a set of agents 
to make them accomplish a common group objective; e.g., building 
formation patterns [7][4][1]. A specific case consists in incentiviz-
ing two or more agents to execute paths that share common moves; 
i.e., moves with the same current and next positions simultaneously, 
by reasoning about a cost function, which is lower when the agents 
move in formation side by side than when they follow different routes. 
In this paper we refer to this problem as "Collaborative Common Path 
Planning" (CCPP), depicted in Figure 1.

Applications of CCPP range from ride sharing planning, where two 
or more traveling people save money if they share the same vehicle 
along a common portion of their routes, to freight dispatch and rout-
ing where operational costs can be significantly reduced by transiting 
goods via intermediate common hubs, including comprehension of 
behaviors observed in nature, such as formation flights of migratory 
birds. Actual research works on CCPP, which have mainly originated 

rendezvous 
point

agent 1's vertices

agent 2's vertices

agent 1's solo moves/edges

agent 2's solo moves/edges

formation moves/edges

breaking 
point

c = 0.75
c = 1.5

t = 0.1

t = 0.0

t = 0.4

t = 0.6
c = 0.75

c = 0.25

c = 1

t = 0.9

t = 1.0

t = 2.0

c = 2.5

c = 1

c = 2

t = 1.5

t = 1.7

Figure 1 – Collaborative common paths example. Agent 1 (resp. 2)'s path 
duration is 1.7 (resp. 2.0). The agents move together in formation from 
t = 0.6 where they meet at the same navigation point until t = 1.4 where they 
break the formation. The global cost of their paths is 12.25.
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from this latter example to the best of our knowledge [17][22][21], 
have recently studied how aircraft routes can be planned so that two 
given aircraft whose geodesic routes from their departure airports 
to their destination airports are spatially close can fly one behind the 
other along a common portion of their flight routes to save global fuel 
burn. Indeed, the lift of the follower aircraft can be increased if it flies 
in the aerodynamic vortex created by the leader aircraft wings, allow-
ing it to reduce the thrust and thus reduce fuel burn. Some works also 
studied leader-follower path planning for mobile robots [4], but as 
CCPP for aircraft; all of these works assume the vehicles to be mov-
ing in continuous spaces using geometrical equations.

However, in reality, aircraft routes are rather defined over worldwide 
navigation graphs. The other aforementioned applications of CCPP 
also involve moving in discrete graphs rather than in continuous 
spaces. In this paper we study what we believe to be the first attempt 
to solve the CCPP problem in graphs, also paying special attention to 
making our approach scalable. We assume two agents to be moving 
in their own graphs – which can potentially be the same – in order to 
minimize the overall cost of reaching their goal vertices for each of 
them, while having the opportunity to significantly cut down atomic 
moving costs when they travel along specific pairs of (Agent  1’s 
edge, Agent 2’s edge) at the same time. Figure 1 represents the spe-
cific case where the graphs of each agent are identical. Importantly, 
our model assumes that the agents can control their speeds in order 
to synchronize at potential joining points from where they can move 
in formation, and that these speeds (or similarly, edge durations) 
can only be chosen from a discrete set – as is the case in aircraft 
formation flight, where edge cost evaluation is based on very time-
consuming aerodynamic models that prevent a continuum of edge 
duration values from being explored. We present an optimal but non-
scalable algorithm based on a transformation of the CCPP problem 
to a single agent path planning problem in the cross product of the 
agents’ graphs, which can then be solved by heuristic search meth-
ods like A*, as well as an efficient but suboptimal spatio-temporal 
decoupling algorithm. We also discuss generic but non informative 
heuristics and propose efficient geometric heuristics specific to 
graphs defined on Euclidean spaces. We finally experiment with our 
framework and compare its variants on grid-like problems, as well as 
world-scale formation-flight experiments using real aircraft models 
and world flight networks.

Related work

There is an abundant literature on multi-agent path planning that may 
take a close look at the research that we investigate in this paper. 
The graph search community has investigated for many years multi-
agent collision-free path planning [6]. Even though the objective of 
this research consists in minimizing the team cost-to-go summed 
over all of the agents, it sensibly differs from our work in the sense 
that avoiding collisions is the opposite objective to incentivizing the 
agents to meet and share common paths. Another line of research is 
aimed at planning dynamic formations for many moving agents [8], 
[19]. However, formations have a different meaning to ours: while 
we want the agents to move along the same graph edges to reduce 
their moving costs, like bird formation flights, those works dynami-
cally assign predefined geometrical formation patterns to a group of 
agents that do not necessarily travel along the same edges. Rideshar-
ing trip planning [18] is closer to our research, since the objective is 
to share vehicles among different passengers starting and ending at 
different locations. Since they share the same car, those passengers 

necessarily travel along the same edges on a portion of their trip. 
However, most works on ridesharing that we are aware of consider 
predefined meeting points, whereas we notably consider meeting 
points as part of the optimization problem itself. In ridesharing with 
passenger transfer optimization [3], the path from the passengers’ 
starting location to the meeting point and from the breaking point to 
their ending location is additionally optimized, but the meeting and 
breaking points are still predefined and fixed. Along the same line 
of research, multi-modal path planning [15][12] look at optimizing 
the global flow of passengers between different sources and targets, 
while partly travelling by using common transportation means. How-
ever, multi-modal stations that serve as meeting and breaking points 
are also fixed, as for the meeting and breaking time tables. To the best 
of our knowledge, aircraft formation flight optimization in continuous 
airspace [22][17][21] is the closest problem to ours. Indeed, the 
specificity of the cost function for this problem, which reduces the 
sum of agent costs when they travel along the same edges, makes 
this line of research quite singular in the multi-agent landscape. We 
believe that our work is one of the first to investigate formation flight 
planning in discrete structured airspaces.

Background

There has been a long history of research on path planning in graphs. 
Many single-agent algorithms are based on the famous A* algorithm 
[9][10] which allows for lazy and partial exploration of the agent’s 
navigation graph by guiding the search with heuristic estimates of the 
distance from the current node to the goal. Since we will use single-
agent path planning as a generic tool to solve CCPP via a transforma-
tion to single-agent path planning, we only present here the plain A* 
algorithm. The interested reader is invited to look at [20] for state-of-
the-art alternatives to A* for solving the single-agent transformation 
of our problem.

A* reasons about graph ( )= ,V E , which represents the feasible 
moves of the agent, with the edges being labelled by a cost func-
tion :c E +→ . This iteratively expands the vertices of the graph 
from the starting vertex sv V∈  up to reaching the goal vertex gv V∈  
via a minimum-cost path. Vertex expansion is guided by a heuris-
tic function 2:h V +→  which gives numerical under-estimates 
of the distance from the current vertex to the goal. In order for A* 
to be optimal, the heuristic function needs to be both admissible, 
i.e., by noting as ( )1 2,C v v∗  the optimal path between any distant 
vertices 1v V∈  and 2v V∈ , we have ( ) ( )1 2 1 2, ,h v v C v v∗ , and 
monotonic, i.e., for any edge e E∈  and vertex v V∈  we have 
( ) ( ) ( ).in(), .out(),h e v c e h e v+  by noting as .in()e  (resp. .out()e ) 

the incoming (resp., outgoing) vertex of e .

CCPP problem formulation

Let ( )( ) ( ) ( )= ,i i iV E  be the labeled graph of Agent {1,2}i∈ , which 
represents its possible moves in its own navigation network. Both 
agents’ navigation networks do not need to be identical, nor semanti-
cally equivalent. Graph vertices (resp., edge ends) stand for positions 
(resp., moves). Edges are equipped with label pairs ( ),c d  repre-
senting the cost and the duration of each move. Whereas standard 
single-agent path planning algorithms do not reason about moving 
duration, collaborative common path planning needs move duration 
information in order to temporally synchronize the two agents on ver-
tices where they can initiate a formation. We add exponent notations 
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( )i  to labels c and d, and edge flows in and out to indicate to which 
agent the concept is related.

We note as (1) (2)E E⊗ ⊂ ×  the set of edge pairs for both agents on 
which formations are possible. Elements of ⊗  must be temporally 
coherent, meaning that both agents’ moves must have the same dura-
tion when in formation; i.e., ( ) ( ) ( )(1) (2) (1) (1) (2) (2), , =e e d e d e⊗∀ ∈ . 
In Figure 1, the dashed yellow lines are elements of ⊗ . Depending 
on the application, other properties might be required typically that 
the start and end positions of the agents always be the same in the 
case where their navigation graphs are identical (e.g., vehicles mov-
ing in a same route network, as in Figure 1). It is also required that the 
two agents visit candidate formation vertices at the same time; i.e., 

( ) ( )(1) (1) (2) (2)=e eδ δ  for ( )(1) (2),e e ⊗∈ , where ( )( ) : ii Eδ +→  
represents the time when the incoming vertex of an edge is visited by 
Agent i in its own graph (implicitly dependent on the previously visited 
vertices from the start up to the edge’s incoming vertex).

Let 
( )

( )

i
g
i

s

v
v

Π  be the set of all possible timed sequences of Agenti i’s adja-
cent edges, which represent all of its possible paths in its own graph 
from its start position to its end position, all such edges being labelled 
by the duration (and cost) of the move along the edge – which controls 
the agents’ speeds so that they can synchronize their formation ren-
dezvous point. The set of all possible collaborative paths is 

(1) (2)

(1) (2)
g g

s s

v v
v v

Π ×Π
, where sections of each agent’s path can correspond to common for-
mation moves. Note that both agents’ paths separately extracted from a 
given collaborative path do not need to have the same length, but they 
can contain common edges where the agents move in formation. The 
objective of the collaborative common formation path planning problem 
is to find a path for each agent with common formation sections where 
they can move side by side. The global cost of the pair of paths for the 
two agents is split into two parts: (1) cost of individual sections where 
no formation moves are possible, corresponding to the sum of each 
agent’s individual moves; (2) cost of common sections where both 
agents are moving together in formation, corresponding to the forma-
tion cost c⊗ . Thus, the cost function of a pair of collaborative formation 
paths ( ) (1) (2)

(1) (2)
(1) (2), g g

s s

v v
v v

σ σ ∈Π ×Π  is defined as ( )(1) (2), =C σ σ

( ) ( ) ( )
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∃ ∈ ∈
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The collaborative formation path planning problem consists in finding 
collaborative paths that minimize the global cost of the paths by tak-
ing account for common formation moves: 

	
( )

( )
( )(1) (2)

(1) (2)
(1) (2)

(1) (2)

,
,

g g

s s

v v
v v

min C
σ σ

σ σ
∈Π ×Π


	

Since graph edges are weighted by duration (and cost), the variables 
of the minimization problem above are not only vertex positions but 
also edge durations, which is required to synchronize the agents at 
their formation rendezvous point.

Algorithms

Problem ( )  consists in finding the agents’ paths in their graphs and 
synchronizing them both temporally and spatially, which can be viewed 
as a single path finding problem in a cross-product graph that aggre-
gates the positions of each agent. Figure 2 represents how agents’ 
positions are aggregated and tracked together within a single cross-
position vertex (depicted in yellow in the figure) that can lie at inter-
mediate positions respective to each agent’s graph. In fact, the figure 
shows that it is not sufficient to synchronize each agent’s atomic move 
on the vertices of their respective graphs: in order to make a formation 
at t = 0.6, Agent 1 has to perform 1 atomic move whereas Agent 2 
must execute 2 atomic moves. Therefore, we need to represent an 
intermediate position for Agent 1 between its first and second vertices, 
which coincides with Agent 2’s move through its second vertex. Thus, 
Agent 1 has to control its speed in order to meet Agent 2 at the same 
time point (t = 0.6 in the figure) at the rendezvous point. This example 
shows that edges must contain duration information about which we 
have to reason in order to temporally and spatially synchronize agents.

By casting the collaborative common path planning problem into a sin-
gle path planning problem, we can run an A* algorithm on the cross-
product graph. To this end, additional information must be embedded 
in the nodes of the product graph in order for A* to expand the product 
graph properly. Said differently, rules to expand the product graph on 
nodes closed by A* need specific information explained below.

Optimal algorithm

The optimal algorithm reasons in the combined spatial and temporal 
spaces without decoupling spatial and temporal synchronization 
logics of the agents. To this end, we define the following cross-
product graph.

Cross-product labelled graph

The coupled cross-product labelled graph is defined as ( )= ,V E⊗ ⊗ ⊗  
with: 

•	 [ ] [ ](1) (2)= 0;1 0;1V E E⊗ × × × , such that ( )(1) (1) (2) (2)= , , ,v e e Vα α⊗ ⊗∈  
represents the ( )iα  percentage of completion of each agent  i’s 
move along edge ( )ie  in its own graph. We recall that (1)e  and 

(2)e  are each labelled with the cost and duration of the move of 
the agent in its own graph, meaning that they each take the form 

t = 0.52
α(2) =0.6

α(1) =0.7

t = 0.0

t = 0.4

t = 0.6

t = 0.9

t = 0.1

t = 0.52

Figure 2 – Cross-product graph: at t = 0.52, Agent 1 is at the (1)α  portion of 
the edge linking the first and second vertices of its graph, while Agent 2 is at 
the (2)α  portion of the edge linking the second and third vertices of its graph.
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of a tuple in ( ) ( )i iV V + +× × ×  . It is especially important for 
the understanding of the next paragraphs to note that there can 
exist in each agent’s graph many different edges with the same 
incoming vertex and outgoing vertex but with different durations 
(and costs).

•	 4E V V⊗ ⊗ ⊗
+⊆ × × , such that ( )(1) (1) (2) (2)

1 2= , , , , ,e v v c d c d⊗ ⊗ ⊗  
represents a labelled cross-product transition of both agents 
from a cross-product position 1v⊗  to another cross-product 
position 2v⊗ , with labels ( )(1) (1) (2) (2), , ,c d c d , representing the 
cost and the duration of the original individual graph edges that 
are being travelled along by each agent. These labels are need-
ed when constructing the edges outgoing from a given cross-
product position, in order to know how much time and cost 
remain to be consumed and paid along the current edge of each 
agent’s original graph, in case the cross-product position may 
correspond to an intermediate position of one of the agents in 
its own graph (meaning that the agent has not yet finished trav-
elling along its current edge in its own graph when transitioning 
to another cross-product vertex). 

For instance, consider Figure  2 and assume that Agent  1 
(resp., Agent  2)’s path as it appears from left to right in this fig-
ure is noted as (1)σ  (resp. (2)σ ). The current positions of both 
agents depicted in Figure  2 is encoded in a product graph vertex 

( ) ( )( )(1) (2)
1 = 1 ,0.7, 2 ,0.6v σ σ⊗ , which means that Agent  1 (resp. 

Agent 2) is at 70% (resp., 60%) of completion in transitioning to the 
in-vertex to the out-vertex of its first (resp., second) transition along 
its path. Now, assume that the next event corresponds to Agents 1 
and 2 reaching the out-vertices of their current respective edges 
(resp., ( )(1) 1σ  and ( )(2) 2σ ) simultaneously at t = 0.6, which hap-
pens to be a rendezvous point, the next cross-product vertex will be 

( ) ( )( )(1) (2)
2 = 2 ,0, 3 ,0v σ σ⊗ 1 and the corresponding transition will 

be ( )(1) (2)
1 2= , , ,0.5, ,0.2e v v c c⊗ ⊗ ⊗ , since Agent  1 (resp., Agent  2) 

was traveling along its current edge for = 0.6 0.1 = 0.5d −  (resp., 
= 0.6 0.4 = 0.2d − ) time units.

Graph expansion

Once the cross-product graph is constructed, we can run a single-agent 
path planning algorithm like A* on it, then retrieve the individual moves 
from the cross-product solution plan. Thus, we first need to instantiate 
the cross-product graph: we generate it lazily from the starting cross-
product vertex – which is simply the pair of starting vertices of each 
agent – and expand it on-demand (e.g., when A* looks at successor 
vertices of the current closed vertex) by constructing outgoing cross-
product edges from a given current cross-product vertex. Algorithm 1 
formalizes this lazy cross-product graph expansion.

The algorithm tests different cases corresponding to whether each 
agent i is located at a vertex of its own graph (i.e., ( ) = 1iα ), where 
a decision regarding the next successor vertex to target has to be 
taken, or if it is located between two successive vertices of its own 
graph (i.e., ( )0 < < 1iα ), where it can only continue to execute the 
current move to the next targeted successor vertex. When an agent 
is at a decision point, we iterate over the edges of its own graph 

1	 In this example ( ) ( )(1) (2)2 = 3σ σ  because the agents travel in formation from 
their previous vertices, and their graphs are the same. However, note that in 
general their graphs do not need to be the same, so their edges can be different 
even in formation.

whose incoming vertex is equal to the outgoing vertex of the previ-
ously executed edge (e.g., Lines 3 and 19). Then, we compare the 
remaining durations of the edges of each agent in their own graphs 
(e.g., Lines 4 and 20), in order to know which agent will reach its next 
targeted successor vertex first and update the completion ratio of the 
other agent – which may not reach its next targeted successor vertex 
in the same move – accordingly (e.g., Lines 7, 23 and 27). Note that 
the case ( ) ( ) ( ) ( )(1) (1) (1) (2) (2) (2)1 < 1d e d eα α− ⋅ − ⋅  is impossible, 
since at least one agent reaches its next targeted successor vertex at 
each graph expansion. When both agents are at a decision point (i.e., 
Line 2) we check whether a formation is feasible, in which case we 
add cross-product edges corresponding to the two agents traveling 
along the same common path with appropriate formation costs and 
durations (Lines 13 to 17).

Conditions on initial and goal vertices

Special attention specific to the CCPP problem must be paid to the 
initial and goal vertices. If we do not allow an agent that has reached 
its goal vertex to wait for the other agent to reach its own goal, it sig-
nificantly reduces the chance of finding a solution because it means 
that we would force the two agents to reach their goal vertices at 
the same time. However, such a condition is not desired in practice, 
so we allow each agent to wait for the other agent at its goal verti-
ces by adding in its own graph self-transitions from its goal vertices 
labelled with the durations of all of the edges of the other agent. Doing 
so, whatever the location of the other agent in its own graph, the 
agent at the goal will always transit again to its goal for each atomic 
move of the other agent. Since this "goal holding" property might be 
undesirable in very specific applications, we activate or deactivate it 
according to a test function named can_hold. This logic, which 
is implemented in Lines 4 to 6 of Algorithm 2, is also valid for initial 
vertices since holding the initial vertex of an agent while the other 
has begun to move increases the chance of finding a (spatial and 
temporal) synchronization point where both agents can begin to move 
in formation. Indeed, meeting at a given rendezvous point at a given 
time can be achieved by controlling each agent’s edge speed or initial 
vertex starting time. Even if better formation plans can be found by 
allowing one agent to hold its initial vertex for an amount of time dic-
tated by the other agent’s initial transition duration, it is of course less 
optimal than an approach that would allow a free continuous holding 
duration irrespective of the other agent’s initial transition duration. 
However, such an approach would be much harder computationally, 
since it would require continuous optimization variables to be consid-
ered, whereas our approach allows us to keep reasoning about only 
discrete optimization variables.

Moreover, some applications might require the two agents to start 
at predefined time points, or, in other words, that the difference of 
their starting times be constrained to a predefined value. This is, for 
instance, the case of two flights that might want to fly somewhere in 
formation in order to save fuel burn given the current day’s weather 
conditions but whose takeoff times are set several months in advance 
and cannot be significantly changed at the last minute. To do this, we 
test for a condition must_shift that, if true, adds a predefined 
amount of time to the duration of the first transition of each agent from 
their initial vertices (see Lines 7 to 9 of Algorithm 2). Note that this 
option is incompatible with the "holding" one, since an agent cannot 
start within a predefined time interval from the other agent’s start 
while holding its starting vertex.
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Data: (1) (1) (2) (2)= ( , , , )v e e Vα α⊗ ⊗∈ : cross product vertex
Result: [ ]

e E
e ⊗ ⊗
⊗

∈
: list of cross product edges outgoing from ( )(1) (1) (2) (2), , ,e eα α  

successors ←  list()
if (1) = 1α  and (2) = 1α  then

for ( )(1) (2) (1) (2) (1) (1), :e e E E e e∈ × =.out() .in()  and (2) (2)e e=.out() .in() do
if ( ) ( )(1) (1) (2) (2)<d e d e  then

( ) ( ) ( )
( )

(1) (1)

(2) (2)

(1) (1) (2) (2) d ec c e c e
d e

← + ⋅ ;

( )(1) (1)d d e← ;

(1) 1α ← ; 
(1) (1)

(2) (2)

(2) ( )
( )

d e
d e

α ← ;

else
Symmetry of Lines 5 to 7

v V⊗ ⊗← .add( (1) (1) (2) (2), , ,e eα α );
e E⊗ ⊗← .add( , , ,v v c d⊗ ⊗ );
successors.add(e ⊗);
if can_make_formation( ( ) ( )1 2,e e ) then

( ) ( )( )1 2,c c e e⊗← ; ( ) ( )( )1 2,d d e e⊗← ;
v V⊗ ⊗← .add( (1) (2),1, ,1e e );
e E⊗ ⊗← .add( , , ,v v c d⊗ ⊗ );
successors.add(e ⊗);

else if (1) = 1α  and (2) 1α <  then
for (1) (1) (1) (1): =e E e e∈ .out() .in() do

if ( ) ( )(2) (2) (2) (1) (1)1 < ( )d e d eα− ⋅

( ) ( ) ( )
( ) ( )

(2) (2)

(1) (1)

(2) (1) (1) (2) (2)1 d ec c e c e
d e

α  
← − ⋅ ⋅ + 

 
( ) ( )(2) (2) (2)1d d eα← − ⋅

( ) ( )
( )

(2) (2) (2)

(1) (1)

(1) 1 d e
d e
αα − ⋅

← ; (2) 1α ←

else 

( ) ( ) ( )
( )

(1) (1)

(2) (2)

(1) (1) (2) (2) d ec c e c e
d e

← + ⋅

( )(1) (1)d d e←

(1) 1α ← ; 
(1) (1)

(2) (2)

(2) (2) ( )
( )

d e
d e

α α← +

v V⊗ ⊗← .add( (1) (1) (2) (2), , ,e eα α );

e E⊗ ⊗← .add( , , ,v v c d⊗ ⊗ );
successors.add(e ⊗);

else if (1) < 1α  and (2) = 1α  then
Symmetry of Lines 19 to 27

return successors;

Algorithm 1 – Cross-product graph expansion
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Global algorithm

The optimal CCPP solving procedure is presented in Algorithm 3. It 
proceeds in three logical steps: 

1.	Establish initial and goal conditions using Algorithm  3 
(Line 1); 

2.	 Construct the cross-product initial and goal vertices and run-
ning A* by lazily expanding the cross-product graph on closed 
vertices using Algorithm 2 (Lines 2 to 4); 

3.	 Extract the individual plans of each agent from the cross-product 
plan by looking at cross-product vertices whose completion ra-
tios are equal to 1, meaning that the corresponding agent is 
located at a decision vertex but not in-between two successive 
vertices of its own graph (Lines 5 to 9). 

Decoupled spatial/temporal algorithm

The complexity of the optimal algorithm lies in the coupled spatio-
temporal space: in order to synchronize the agents at potential 
formation points, both spatially and temporally, it has to memorize 
cross-product vertices containing the agents' original graph verti-
ces and completion ratios of traveling along these edges. By noting 
as ( )iD  an upper bound on the number of different durations of each 
travel between two successive vertices of Agent i’s own graph (i.e., 
the maximum number of edges with the same given incoming and 

outgoing vertices) the potential number of cross-product vertices 
explored by A* is 2 2(1) (2) (2) (1) (1) (2) (2) (1)=E D E D V D V D⋅ ⋅ ⋅ ⋅ ⋅ ⋅ . 
In the case where both agents share the same graph and are identi-
cal (implying same possible edge durations) it amounts to visiting 
at most 4 2V D⋅  vertices, which is intractable even for very small 
instances.

A simple idea consists in decoupling the problems of synchronizing 
the agents spatially and temporally. First, we aim at finding a pair of 
vertices for each agent where they can begin a formation by dis-
carding all temporal information on edge durations. It is achieved 
by running lazy A* with a vertex expansion procedure presented in 
Algorithm 4, which is composed of two phases: (1) filter out dura-
tions from each agent’s graph edges by replacing each set of edges 
with the same incoming and outgoing vertices by a single edge with-
out duration and whose cost is averaged on-the-fly over all of the 
costs of the replaced edges (Lines 1 to 10); (2) generate successor 
cross-product vertices from the filtered edges while checking for the 
possibility of beginning a formation, in which case the formation cost 
is appropriately set (Lines 11 to 15). Crucially, a self-transition from 
each agent’s current vertex is added, in order to simulate the fact that, 
in reality, an agent might not have reached its next successor vertex 
when the other has indeed reached its own next vertex (Line  10). 
This trick actually allows the agents to reach a common formation 
point even if their individual numbers of atomic moves to reach it are 
different (see Figure 2).

Data: { }( ) , 1,2i
sv i∈ : Agent i’s starting vertex; { }( ) , 1,2i

gv i∈ : Agent i’s goal vertex
for { }1,2i∈  do

j i←  mod 2+1;
for { }( ) ( ) ( ),i i i

s gv v v∈  do
if can_hold( ( )iv ) then

for ( ) ( )j je E∈  do
( )iE .add( ( ) ( ) ( ) ( )( ), ,0, j ji iv v d e );

if must_shift( ( )i
sv ) then

for ( ) ( ) ( ) ( ): =i i i i
se E e v∈ .in()

[ ] [ ]( ) ( ) ( ) ( ) ( )i i i i i
sd e d e v← +shift( );

Algorithm 2 – Make initial and goal conditions

1
2
3
4
5
6

7
8
9

Data: ( )i
sv : Agent i’s start node; ( )i

gv : Agent i’s goal node; ( )( ) ( ) ( )= ,i i iV E : Agent i’s move graph; :c E⊗ ⊗
+→ : cross-product cost 

function; :h V V⊗ ⊗ ⊗
+× → : cross-product heuristic function

Result: { }( ) , 1,2i iπ ∈ : optimal path from ( )i
sv  to ( )i

gv
make_initial_and_goal_conditions();

(1) (1) (2) (2)(( , ),1,( , ),1)s s s s sv v v v v⊗ ← ;
(1) (1) (2) (2)(( , ),1,( , ),1)g g g g gv v v v v⊗ ← ;

π ⊗ ←  lazy_astar( , ,s gv v h⊗ ⊗ ⊗) using cross_product_graph_expansion;
(1)π ← ; list(); (2)π ← list();

for e π⊗ ⊗∈  do
(1) (1) (2) (2)( , , , )out out out oute e eα α ⊗←  .out();

if (1) = 1outα  then (1)π .add( (1)
oute );

if (2) = 1outα  then (2)π .add( (2)
oute );

return ( )(1) (2),π π ;

Algorithm 3 – Optimal CCPP algorithm
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The second phase consists in planning for the agents’ coordination 
in the temporal space only by running lazy A* with a temporal graph 
expansion schema, which constrains the spatial vertex transitions to 
the plans found during the first spatial planning phase, as formalized 
in Algorithm 5. Thus, the cross-product vertex is composed of the 
pair of indices of the moves in the spatial plans currently executed by 
the agents, which is sufficient to track each agent’s plan execution 
and to obtain the spatial edge corresponding to the current plan indi-
ces (Lines 2 to 6). Once this edge has been extracted, we obtain all 

of the original time-labelled edges with the same incoming and outgo-
ing vertices, in order to retrieve timing information that was lost dur-
ing the first spatial synchronization phase (Lines 7 to 9). Finally, we 
generate successor cross-product vertices from the reconstructed 
time-labelled edges while checking for the possibility of beginning 
a formation, in which case the formation cost is appropriately set 
(Lines 10 to 14). Note that, at this stage, time labels are part of the 
reconstructed vertices so we can check whether it is possible for the 
two agents to simultaneously reach a potential formation vertex.

Data: (1) (2) (1) (2)= ( , )v v v V V⊗ ∈ × : cross-product vertex without time info
Result: 

( )2(1) (2)
[ ]

e V V
e

⊗
+

⊗

∈ × ×
: list of cross-product edges outgoing from v⊗

for { }1,2i∈  do
( )iE ← list(); n ← map();

for ( ) ( ) ( ) ( ): =i i i ie E e v∈ .in()  do
if ( ) ( ),i ie E e e∀ ∈ ≠ .out() .out() then

( ) ( ) ( ) ( ) ( ), , ( )i i i i iE e e c e .add( .in() .out() ) ;
( ) 1in e  ← .out() ;

else
( )( ) ( )i ic e ←

( ) ( )( )( ) ( ) ( ) ( ) ( )
( )

1
1

i i i i i
i

n e c e c e
n e

 ⋅ +  + 
.out()

.out()
;

( ) ( ) 1i in e n e   ← +   .out() .out() ;

( ) ( )( ) , ,0i i iE v v .add( );

successors ← list();
for (1) (1)e E∈   and (2) (2)e E∈   do

successors .add( ( ) ( ) ( ) ( )( ) ( ) ( )( )1 2 1 1 2 2, ,e e c e c e+      );
if can_make_formation( (1) (2),e e  ) then

successors .add( ( ) ( ) ( ) ( )( )1 2 1 2, , ,e e c e e⊗
    );

return successors

Algorithm 4 – Spatial graph expansion

1
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Data: �{ } { }
( )

1,2
i

iπ ∈ : Agent  i’s spatial plan w/o timing information; ( )1 2= ,v k k⊗ : cross-product vertex containing indexes of current 
spatial vertices in Agents 1 and 2’s plans

for { }1,2i∈  do
[ ]( ) ( )i i

iv kπ←  ;
if ( ) 1i

ik π≠ − .length()  then
[ ]( ) ( ) 1i i

iv kπ← + ;
else

( ) ( )i iv v← ;
( )iE ← list();

for ( ) ( ) ( ) ( ): =i i i ie E e v∈ .in()  and ( ) ( )=i ie v.out()  do
( )( )i iE e .add( );

successors ← list();
for (1) (1)e E∈   and (2) (2)e E∈   do

successors .add( ( ) ( ) ( ) ( )( ) ( ) ( )( )1 2 1 1 2 2, ,e e c e c e+      );
if can_make_formation( (1) (2),e e  ) then

successors .add( ( ) ( ) ( ) ( )( )1 2 1 2, , ,e e c e e⊗
    );

return successors

Algorithm 5 – Temporal graph expansion
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The global decoupled spatio-temporal procedure is presented in 
Algorithm  6. The pseudo-code is quite obvious given the previous 
explanations of the successive spatial and temporal synchronization 
phases. Whereas this decoupled schema certainly does not bring 
optimal solutions to the CCPP problem, it allows us to solve large 
problems with satisfactory quality in a very small fraction of the time 
spent by the optimal coupled algorithm.

Heuristics

Given that our algorithms rely on A*, we need a heuristic function 
to guide the search in the cross-product graph. Designing a generic 
admissible and informative heuristic is especially challenging because 
the cost function changes when the agents move in formation and we 
do not know in advance when and where they will begin or end a for-
mation pattern. A brute-force method would consist in iterating over 
all possible pairs of each agent’s vertices representing joining and 
breaking formation points, in order to ease heuristic estimate com-
putations. However, we would spend too much time iterating over 
too numerous pairs, which would ruin the benefit of using heuristic 
functions.

Admissible heuristic

A simple admissible but non-informative heuristic estimate consists 
in summing individual heuristic estimates for each agent in their own 
graphs using formation costs c⊗ , even if they do not travel in formation. 

Any admissible heuristic for single-agent path planning (e.g., Euclidean 
distance, Manhattan distance, etc.) can be used to calculate the indi-
vidual heuristic estimates but considering formation costs instead of 
standard single-agent costs (i.e., like in the case of agents travelling 
in formation from their starting to ending locations). This allows us to 
obviate the difficult question of when and where they join together or 
break the formation, but we lose the crucial information that their indi-
vidual moving costs are actually generally much higher when they do 
not travel in formation. Formally, we note as ( ) ( ) ( ):i i ih V V +× →  a 
heuristic function defined on Agent i’s vertices in its own graph, such 
that ( ) ( )( ) ( ) ( ) , ( ) ( ), ,i i i i i i

A B A Bh v v C v v⊗  where ( ), ( ) ( ),i i i
A BC v v⊗  is Agent i’s 

contribution to the duet cost-to-go function if it travels in formation with 
the other agent from the starting vertex ( )i

Av  to the target vertex ( )i
Bv . 

Said differently, ( )ih  is computed with edge costs assumed to be all 
equal to Agent i’s contribution to c⊗ , even if it does not travel in forma-
tion. Therefore, an admissible heuristic is (1) (2)=admh h h⊗ + .

Informative heuristic

In order to use the important information that the cost function is 
higher when the agents do not move in formation, we try to approxi-
mately guess with simple geometric reasoning where the agents 
will make a formation and further break it. This simple geometric 
method, depicted in Figure 3 and formalized in Algorithm 7, assumes 
the vertices of the agents’ own graphs to be elements of a Euclid-
ean space. Given a pair of starting vertices (1) (2)( , )A Av v  and target 
vertices (1) (2)( , )B Bv v  we compute their respective barycenters Av  

Data: � ( )i
sv : Agent i’s start node; ( )i

gv : Agent i’s goal node; ( )( ) ( ) ( )= ,i i iV E : Agent i’s move graph; :c E⊗ ⊗
+→ : cross-product cost 

function; :h V V⊗ ⊗ ⊗
+× → : cross-product heuristic function

Result: { }( ) , 1,2i iπ ∈ : optimal path from ( )i
sv  to ( )i

gv
make_initial_and_goal_conditions();

( )(1) (2),s s sv v v⊗ ←
( )(1) (2),g g gv v v⊗ ←

spatialπ ⊗ ← lazy_astar( , ,s gv v h⊗ ⊗ ⊗) using spatial_graph_expansion;
( )

{1,2}{ }i
iπ ∈ ←  extract_individual_plans( spatialπ ⊗ );
( )0,0sv⊗ ← ;
( )(1) (2)1, 1gv π π⊗ ← − −  .length() .length() ;

temporalπ ⊗ ←  lazy_astar( , ,s gv v h⊗ ⊗ ⊗
  ) using temporal_graph_expansion( ( )

{1,2}{ }i
iπ ∈ );

return extract_individual_plans( temporalπ ⊗ );

Data: ( )
{1,2}{v }i

A i∈ : Agent i’s starting point (vector); ( )
{1,2}{v }i

B i∈ : Agent i’s target point (vector); > 0ε : spatial precision between pos-
sible joining or breaking points 
Result: Heuristic estimate of the CCPP problem from joint starting point to joint target point

( )(1) (2)1
2v v vA A A← + ; ( )(1) (2)1

2v v vB B B← + ;

{ }v v: B AN argmin n n ε
−

+← ∈    ;
for 0i ←  to N  do

( )v v v vi
i s B AN← + −    ;

( )(1) (2) (1) (2)(v , v ), (v , v )A A B Bh⊗ ←  ( ) ( ){ }(1) (1) (1) (2) (2) (2)
0 /2 v v v v v v v v v vi N N i i i A N i B i A N i Bmin ω ω ω⊗

− − −− + − + − + − + −      ; 

return ( )(1) (2) (1) (2)(v , v ), (v , v )A A B Bh⊗ ;

Algorithm 6 – Spatio-temporal decoupled CCPP

Algorithm 7 – CCPP heuristic on Euclidean space
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and Bv  (Line 1) and assume that the agents will travel in formation 
somewhere along the segment joining these barycenters – which is 
obviously not guaranteed, but hopefully close to the optimal forma-
tion segment, preventing us from proving the admissibility of this 
heuristic estimate. Then we iterate over possible joining and breaking 
points along the median segment [ ; ]A Bv v  , assumed to be symmet-
ric for simplicity (Lines 2 to 4). Finally (Line 5), we search for the 
minimum estimate over these possible joining/breaking patterns of 
the sum of the individual contributions of the agents when not in for-
mation from their initial starting vertices to the joining point and from 
the breaking point to their target vertices (blue and red segments in 
Figure 3), and of the heuristic formation cost-to-go from the joining 
point to the breaking point (violet segment in Figure 3).

Experiments

Navigation grids

In this section we propose to experimentally compare the different 
variants of our CCPP solving algorithms on navigation grids that are 
Euclidean spaces, so that we can test our informative geometric heu-
ristic. As shown in Figure 1, we experimented with various random 
grids having various sizes, obstacle densities and formation moving 
costs. Table 2, whose caption defines shortcut names for the tested 
variants, summarizes the results. We implemented the algorithms in 
pure Python and run the tests on Intel’s core i7 with 2.80 GHz CPUs 
and 16 Go of RAM (the tests used at most 1.5 Go of RAM). For each 

(1)
Av

Av

(2)
Av

(1)
Bv

(2)
Bv

Bv

iv

N iv −

(1)
,A iu

(1)
,B iu

(2)
,A iu

(2)
,B iu

iu⊗

Figure 3 – Heuristic estimate of the CCPP problem in Euclidean spaces from a 
joint position (1) (2)= ( , )A A Av v v⊗  to (1) (2)= ( , )B B Bv v v⊗ : ( ), =A Bh v v⊗ ⊗ ⊗

( ) ( ){ }(1) (1) (1) (2) (2) (2)
0 /2 , , , ,i N i A i B i A i B imin u u u u uω ω ω⊗ ⊗ + + + + , where ω 's 

represent speed-dependent moving costs per length unit as functions of 
duration-labelled edges

(a) Small sparse grid (b) Large dense grid 

Figure 4 – Formation path planning experimented on randomly generated grids with various sizes and obstacle densities. Individual optimal agents’ paths 
regardless of the CCPP problem are in red and blue, while CCPP agent paths are in yellow.

PATHS TEAM COST NUMBER OF EXPLORED A* NODES CPU TIME (seconds)
Problem CA CI DA DI CA CI DA DI CA CI DA DI

NG-5-5-75 1.8 2.18 1.8 1.8 22525 11577 422 296 2.67 0.888 0.0377 0.0328
NG-5-5-50 1.1 1.1 1.1 1.1 6819 2456 164 86 0.319 0.0549 0.0169 0.013

NG-10-10-75 2.94 2.99 4.4 2.99 582997 33464 2669 784 85.5 1.92 0.658 0.263
NG-10-10-50 3.1 3.2 3.43 3.5 512555 159521 2107 1620 77 16 0.6 0.47
NG-20-20-75 — 7.03 9.7 8.23 — 757991 17775 8004 — 99.8 6.35 3.59
NG-20-20-50 — 7.13 8.05 7.58 — 1139752 11859 4066 — 151 11.2 5.83
NG-40-40-75 — — 17 16.7 — — 47172 14167 — — 153 49.8
NG-40-40-50 — — 16.9 14.3 — — 21410 18504 — — 184 98.7
NG-80-80-75 — — — 34.1 — — — 97244 — — — 732
NG-80-80-50 — — — 40.6 — — — 110855 — — — 1140

Table 1 – Navigation grid experiments: comparison of solution path team costs, numbers of nodes explored by A* in the cross-product graph and CPU times, 
for the coupling algorithm using the admissible generic heuristic (CA) or the informative geometric one (CI), and similarly for the decoupling algorithm (DA and 
DI). Problems are noted as NG-X-Y-P, where X and Y stand for the x and y dimensions of the grid, and P represents the cost reduction percentage of edges where 
the two agents move in formation side by side, in comparison with non-formation edges (i.e., (1) (2)= (1 ) /100 ( )c P c c⊗ − × + ).
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algorithm we time out the search at 3 minutes of computation. Note 
that the only optimal algorithm is CA, i.e., the coupling algorithm 
equipped with the admissible heuristic.

Coupling algorithm vs. decoupling algorithm

The coupling algorithms can only solve the first problems, since they 
explore significantly more nodes during A* graph search than the 
decoupling algorithms do: up to 280 times more for the same heuris-
tics. The best version of the coupling algorithm times out after the 7th 
problem. The decoupling algorithms’ solution quality is at most at 12% 
of the optimal solution, even finding optimal ones on small problems.

Admissible heuristic vs. informative heuristic

As expected, the informative heuristic allows the coupling or decou-
pling algorithms to solve more problems, since it provides more 
accurate estimates of the team cost-to-go. However, it is not admis-
sible, which degrades the solution quality of the coupling algorithm 
in comparison with the admissible heuristic. However, interestingly, 
we observe the inverse behavior for the decoupling algorithm, which 
seems to indicate that the negative impact on the solution quality of 
decoupling is higher than when using a non-admissible heuristic.

Impact of formation edge cost reduction

Since higher cost reductions tend to incentivize agents more to make 
formations, we expect the CCPP problem to be more difficult to solve 
with lower cost reductions, since more cross-product nodes should 
be explored before finding potential joining points that can provide 
some benefits. For reasons that we do not fully understand yet, this 
is partially observed with the informative heuristic only. More nodes 
are systematically explored by A* with 75% formation cost reduction 
using the admissible heuristic for both algorithms.

Formation Flight

We ran the DI algorithm, i.e., the only scalable one, on formation flight 
problems for hundreds of flights constrained to fly over official airway 
graphs published by aviation authorities, which contain more than 
30000 of vertices at different altitudes. Each aircraft is assigned a 
route, which is defined by a pair of departure and destination airports, 
but the flight paths have to be optimized in the 4D space composed 
of the aircraft’s 3D waypoint positions and the times when it flies 
through each waypoint. In addition to optimizing the flight routes for a 
given pair of leader-follower aircraft, we must choose the best leader-
follower pairs among all of the possible pairs. To this end, we note as 

N +∈  the number of aircraft to pair and as [ ]21; N⊆  the possible 
leader-follower pairs for which the CCPP problem returns a feasible 
solution. For [ ]1;i N∈ , we note as [ ]{ }( ) = 1; , ( , )F i j N i j∈ ∈   
the set of possible followers that can pair with i. Symmetrically, for 
all [ ]1;j N∈ , [ ]{ }( ) = 1; , ( , )L j i N i j∈ ∈   is the set of possible 
leaders that can pair with j. Finally, we note ijc  the global cost of the 
flights of a leader i and follower j flying in formation on a subset of 
their routes (i.e., solution to the CCPP problem), and ic  and jc  the 
costs of their solo flights if they had flown without pairing at some 
point.

The solution is computed in two successive phases. First, we com-
pute all of the possible leader-follower formation routes by running 
the CCPP algorithm on all possible pairs of aircraft, as well as all of 
the solo flight routes. This phase allows us to compute the set   
of feasible formation flights, to fill in the formation costs ijc  for all 
( , )i j ∈ , and the solo flight costs ic  for all [ ]1;i N∈ . Second, we 
compute the best possible pair assignments by running the following 
integer linear program whose optimization variables are {0,1}ijf ∈ : 
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Decision variables ijf  are equal to 1 whenever Leader i is paired with 
Follower j. Constraint 2 (resp. 3) means that each possible leader i 
(resp. follower j) can be paired with a single follower j (resp. leader i). 
Constraint 4 (resp. 5) means that a given leader (resp. follower) can-
not be the follower (resp. leader) of another aircraft. The objective 
function is to maximize the gain of flying in formations, i.e., the differ-
ence between the sum of individual solo flight costs i jc c+  and the 
formation cost ijc  whenever a formation ijf  is selected. An excerpt 
of the resulting formation flights over the Atlantic Ocean is shown in 
Figure 5. Note that aircraft have to fly though so-called North Atlantic 
Tracks, which are very beneficial to formation flights since solo flights 
take those tracks anyway.

Figure 5 – Formation Flight test bench: common formation paths are shown in solid red, solo (non-cooperative) paths appear in dashed green, the airway graph 
is shown in solid gray, and airports appear as blue dots.
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Discussion

Our experimental results show that only the decoupling algorithm 
equipped with informative heuristics like the geometric one that we 
proposed can reasonably scale. However, we also observed a loss in 
quality, which can be of up to 12 % of the optimal team cost on some 
benchmarks even if the loss is in general much lower. These results 
encourage us to conduct further research on improving the decoupling 
algorithm by trading a little computation time off for quality regaining. 
Possible research directions would consist in alternatively iterating 
between the spatial and temporal synchronization phases instead of a 
single iteration that freezes the spatial phase independently from the 
temporal phase’s solution constraints as we currently do.

Another important line of research would look at improving heuris-
tics: making the informative geometric heuristic admissible, as well 
as designing a generic informative heuristic that differentiates the 
costs of the pre- and post-formation paths of the agent from the for-
mation common path – like our geometric heuristic, but in general 
state spaces that are not necessarily Euclidean. Finally, extension of 
the CCPP problem to continuous edge duration spaces would require 
the mixing of A* search in the spatial space, followed by scheduling 
techniques in the temporal space to control the speed of frozen spatial 
moves as a true continuum of values instead of continuous values 
chosen in a discrete set [14]. However, note that such settings are 
not always desirable, especially not in formation flight, as explained 
in the introduction 
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Introduction

Space telescopes (or space observatories) are satellites whose mis-
sion is to observe celestial objects such as planets, exoplanets, stars, 
or galaxies. As expressed in the European Space Agency (ESA) Cos-
mic Vision program,1 they are used by the scientists to answer ques-
tions concerning the formation of planets, the emergence of life, the 
way in which the Solar system works, and to understand the physical 
laws of the Universe and its origins.

To achieve this goal, space telescopes usually embed several instru-
ments such as gamma-ray imagers, gamma-ray detectors, X-ray 
imagers, optical cameras, photometers, photodetectors, infrared 
cameras, infrared spectrometers, ultraviolet sensors, etc. All instru-
ments are body-mounted on the satellite for acquisition quality rea-
sons, and to observe a specific target the whole satellite must be 
pointed at a specific direction, with a need for a high angular precision 
and for a very stable pointing.

For space telescopes, Artificial Intelligence (AI) can come into play to 
analyze the set of data produced by the instruments. It also comes 
into play for the construction of the telescope activity plans. The latter 
include tasks such as observation tasks requested by the scientists, 
calibration tasks used for setting up the instruments, maneuvers used 
for pointing the telescope toward particular directions, and communi-
cation tasks used to receive telecommands and to send observation 
data to ground stations. In this context, the plans constructed must be 
valid according to various constraints related to physical limitations 
or user requirements. They must also optimize the exploitation of the 
telescope over a given time period, for various objective functions 

1	 https://en.wikipedia.org/wiki/Cosmic_Vision

related to the priority of some targets, the temporal dispersion of 
groups of observations, or the amount of resources consumed. One 
reason that motivates the use of automated AI planning and schedul-
ing is that there are usually a lot of candidate tasks (thousands or tens 
of thousands), and it is not straightforward even for a system expert 
to manually define valid and efficient activity plans.

Globally, AI planning and scheduling is used both for the long-term 
planning phase, where the activity plans are constructed over long 
time periods (e.g., one year), and for the short-term planning phase, 
where the plans must be refined and where last-minute observation 
requests may be received. The latter include Targets of Opportunity 
(ToOs), corresponding to high-priority targets for which events are 
detected by other ground or space telescopes. The short-term plans 
sent to the telescope can also be updated directly on-board if highly 
relevant events such as Gamma-Ray Bursts (GRBs) are detected by 
the embedded instruments. It is then useful to be able to resched-
ule the parts of the observation plan canceled due to the arrival of 
ToOs and GRBs. It can also be noted that for the short-term planning 
phase all activities of the telescope are taken into account, but for the 
long-term planning phase some of them are sometimes not explicitly 
modeled. This can occur for maneuvers, when their duration is not 
significant compared to the duration of observations, or for operations 
that are carried out during specific parts of the orbit where no observa-
tion is possible.

In this article, we first give an overview of some mission planning 
systems available in the literature to manage space telescopes 
(Section "A survey of some mission planning systems"). After that, 
we provide feedback on our experience in the field, based on three 
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case studies that we tackled. On the latter point, Section "Planning for 
INTEGRAL" deals with long-term mission planning for the active ESA 
INTErnational Gamma-Ray Astrophysics Laboratory (INTEGRAL), 
Section "Planning for SVOM" describes mission planning for the 
future French-Chinese (CNES-CNSA) Space Variable Objects Moni-
tor (SVOM), and Section "Planning for ARIEL" presents long-term 
mission planning for the future ESA Atmospheric Remote-Sensing 
Infrared Exoplanet Large-survey (ARIEL) mission. We describe a 
constrained-based scheduling and operations research approach 
used for these missions, as well as the results obtained. The descrip-
tions provided for these three missions correspond to a global view of 
the full descriptions available in dedicated papers [35, 34, 38]. Last, 
Section "Conclusion and future work directions" provides future work 
directions concerning the development of generic constraint-based 
optimization tools, the production of robust plans that better anticipate 
the arrival of ToOs and GRBs, and the definition of a planning system 
for managing several telescopes.

A survey of some mission planning systems

Nowadays, a little over 100 space telescopes are referenced.2 This 
section gives a synthetic view of the mission planning systems devel-
oped for some of them, based on the restricted list given in Table 1 
composed of the Hubble Space Telescope (HST), X-ray Multi-Mirror 
(XMM)-Newton, INTEGRAL, Spitzer, Swift, Herschel, the James Webb 
Space Telescope (JWST), SVOM, the Exoplanet Characterization 
Observations (EChO) telescope, ARIEL, and the Advanced Telescope 
for High ENergy Astrophysics (ATHENA).

Telescope Space 
agency Orbit Launch 

date Termination References 

HST NASA Low-Earth Orbit 
(590km) 1990 - 21, 20, 22, 

26, 13, 14 

XMM-
Newton ESA 

highly elliptical 
orbit around the 
Earth 

1999 - 5 

INTEGRAL ESA 
highly elliptical 
orbit around the 
Earth 

2002 - 35, 24 

Spitzer NASA heliocentric orbit 
(372-day period) 2003 - 29 

Swift NASA Low-Earth Orbit 
(600km) 2004 - 31 

Herschel ESA around the L2 
Lagrange point 2009 2013 16, 4, 7 

JWST NASA around the L2 
Lagrange point 

2021 
(planned) - 37, 15 

SVOM CNES-
CNSA 

Low-Earth Orbit 
(625km) 

2021 
(planned) - 34, 19 

EChO ESA around the L2 
Lagrange point canceled canceled 32, 30, 12

ARIEL ESA around the L2 
Lagrange point 

2028 
(planned) - 38 

ATHENA ESA-
JAXA 

around the L2 
Lagrange point 

2031 
(planned) - 18 

Table 1 - Analyzed space telescopes and references to their mission planning 
systems

2	 https://en.wikipedia.org/wiki/List_of_space_telescopes

A previous generic analysis [8] is based on a list of telescopes different 
from the one considered here. Globally, similar conclusions are derived 
as regards the mission needs, but we try to give a few more details on 
the problem components with regard to standard constraint-based opti-
mization concepts. Note also that, for some telescopes such as Planck 
[11], there is no need for AI planning and scheduling since the succes-
sive pointings used by the satellite are given by a predefined pointing law.

Problem features

High-level observation requests

Many telescope missions involve high-level observation requests 
that cover multiple elementary observation tasks. These tasks can be 
linked by various kinds of constraints. For instance, some elementary 
tasks might have to be performed sufficiently close to each other or, 
more generally, the elementary tasks can be linked by minimum and 
maximum distance constraints. The latter are temporal constraints of 
the form [ ],y x a b− ∈ , where x and y are two variables representing 
the start or end times of two tasks, and where a and b are two con-
stants. Moreover, it might be forbidden to interleave the elementary 
observations of a given request with other elementary observations.

The elementary observations can also be linked by various kinds 
of preference functions. For instance, a preference for grouping the 
elementary tasks as much as possible, or a preference for performing 
them as periodically as possible, might exist.

Task selection

Almost all telescope mission planning problems are over-constrained, 
meaning that it is not possible to perform all of the candidate tasks, 
one exception being the long term mission planning for EChO, where 
the goal is to perform all tasks within a minimum amount of time 
[32, 30, 12]. Several constraints can be imposed on the selection 
of tasks, including (1) constraints forcing some mandatory tasks 
to be performed, (2) constraints linking the performance of several 
tasks, such as constraints imposing that a specific calibration task 
should be selected only if one of the observation task requiring this 
calibration is selected, or (3) constraints specifying that a high-level 
observation request is selected if and only if a sufficient number of its 
elementary observation tasks is scheduled.

In many missions, the observation tasks to be performed are fully 
specified by the users, but in some cases there is a freedom on some 
parameters. This occurs for HST and JWST, where an observation ori-
entation must be chosen within an orientation range specified by the 
users, and where relative orientation constraints can impose that the 
angular distance between the orientations chosen for two observation 

1 2,o o  must be within a given range.

Choice of realization windows

Usually, the target associated with an observation task is visible only 
during certain visibility windows, computed by taking into account 
elements like the positions of the Earth, the Sun, the Moon, and other 
planets, or the user requirements concerning the earliest and latest 
times at which observation data must be collected. One issue is then 
to choose, for each selected observation task, the visibility window(s) 
within which it is carried out, as in works on scheduling with multiple 
time windows. The time granularity used for representing the visibility 
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windows can differ from one mission to another: windows expressed 
in days, revolutions, hours, etc.

Disjunctive or cumulative telescope resource

For the short-term planning phase, the telescope is viewed as a dis-
junctive resource, that is, as a resource that cannot carry out two 
observation tasks in parallel. Indeed, given that all instruments are 
body-mounted on the satellite, two observations associated with dis-
tinct pointing directions cannot be performed simultaneously.

For the long-term planning phase, the telescope is also modeled as a 
disjunctive resource most of the time. In some missions, however, it is 
viewed as a cumulative resource that can carry out activities in parallel 
up to a certain limit. This is the case for HST and JWST, where the 
long-term planner computes, for each selected observation task, a soft 
realization window that is larger than the actual window required to per-
form the observation. Then, soft realization windows can overlap up to 
a certain limit, which leads to a model based on a cumulative resource 
instead of a disjunctive one. The rationale is that instead of choosing 
fixed windows in long-term plans, some level of temporal flexibility is 
kept in prevision of last-minute urgent observation requests.

Knapsack and cardinality constraints

For most of the missions a long-term plan is built, but it is necessary to 
take into account the fact that the occurrence of events such as GRBs or 
ToOs leads to new mandatory observation tasks, which induce a tem-
porary interruption of the nominal mission plan. To build long-term plans 
that are robust to such random events, the usage rate of some time 
periods is sometimes limited. For instance, for INTEGRAL, a maximum 
usage rate is imposed over every revolution [35], and for XMM-Newton 
a maximum usage rate is imposed over groups of 4-5 successive revo-
lutions [5]. In terms of optimization problems, the revolutions or groups 
of revolutions are kinds of knapsacks whose capacity corresponds to 
the maximum usage duration, and the observations carried out are items 
whose size corresponds to their duration. In some cases, cardinality 
constraints must be satisfied, such as when there is a limit on the num-
ber of observations per revolution, to indirectly minimize maneuvers.

State constraints

As mentioned previously, all telescopes considered embed several 
instruments. The latter can sometimes operate in different states, and 
setup operations are needed to reach a given state. For instance, in 
the case of Herschel [4], cool down operations are required to set 
up the instrument(s) before an observation, and these operations are 
quite long (several hours) and consume liquid Helium. In this case, 
to avoid spending too much time and energy for state changes, a 
(unique) state of the instrument(s) is chosen for each day of opera-
tion. Moreover, there exists a minimum number of successive days 
during which a given state must be maintained. From a scheduling 
point of view, if setup operations are explicitly modeled, the prob-
lem reached shares similarities with Job Shop Scheduling Problems 
with Sequence-Dependent Setup Times [1]. Another example where 
cool down operations are explicitly considered is the ATHENA mis-
sion [18], where one issue is to plan cryocooler regeneration cycles 
that allow one of the instruments to be cooled down and observations 
to be performed for a given duration. One issue is then to define cool-
ing strategies that allow the response time to ToOs to be optimized, 
in addition to being efficient for carrying out the long-term program.

Resources with consumption and production

 In terms of mission constraints, the more complex specifications 
are probably those of the JWST. Basically, due to its large surface, 
the JWST is subjected to a significant solar radiation pressure. The 
perturbation induced on the kinetic momentum is countered using 
reaction wheels available on board. However, the accumulation of the 
perturbations can lead to a saturation of the reaction wheels, when 
their maximum speed is reached. It is then necessary to desaturate 
these wheels by using some of the fuel available (so-called momen-
tum dumping operations). It is also possible to "produce" momentum 
by performing observations in a direction that allows the wheels to 
be slowed down. As a result, the mission planner for the JWST must 
handle a momentum resource [37] that is subject to both momentum 
consumptions and momentum productions.

Optimization criteria

One common point between the mission planning problems associ-
ated with the telescopes considered is that there is never a single opti-
mization criterion. Examples of objective functions encountered are:  

•	 maximization of the number of observation requests that are 
carried out, while potentially taking into account the priority as-
sociated with each request; 

•	 maximization of the total usage duration of the telescope for 
scientific purposes (useful mission time); 

•	 minimization of the cumulated slew required to carry out ma-
neuvers between the successive tasks of the plan; 

•	 minimization of the use of consumable resources, like the fuel, 
to increase the long-term lifetime of the mission; 

•	 maximization of preference degrees over the realization times of 
some observations: preference for earliest performance times, 
preference for grouping as much as possible the elementary 
observations associated with a single request, preference over 
the regularity of the performance of periodic observations, 
user-preference for performing observations during specific 
parts of the orbits, etc.;

•	 fair sharing of the satellite among the mission contributors or 
among the pointing directions;

•	 minimization of the degree of violation of some soft constraints, 
that should ideally be satisfied but for which partial satisfaction 
is allowed if needed;

•	 maximization of the robustness of the plans produced, with re-
gard to the arrival of GRBs and ToOs; one goal here is to provide 
the users with a good estimation of the time at which the data 
they requested will be available.

Planning techniques

The mission planning systems developed for the space telescopes 
analyzed all use incomplete search algorithms, which are able to 
quickly find good quality solutions but that offer no guarantee with 
regard to the optimality of the solution produced. The reasons for 
this are twofold. First, the size of the instances that must be solved 
precludes the use of systematic techniques guaranteeing that the 
whole search space is explored. Second, the notion of optimal solu-
tion is often hard to define due to the presence of multiple objective 
functions. As detailed below, two kinds of mission planning algo-
rithms are used in practice, namely (1) greedy search, and (2) local 
search coupled with metaheuristics (simulated annealing, tabu 
search, genetic algorithms, etc.).
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Greedy search

For space telescope planning, a greedy search consists in (1) choos-
ing at each step an elementary observation task or an observation 
request, (2) inserting exposure time (i.e., observation time) within 
the current plan so as to fulfill the observation task or the request 
selected, (3) iterating this process so as to obtain a plan that is filled 
as much as possible, given that an activity inserted into the plan at 
some step can never be removed.

The main parameters of such a greedy search scheme are the selec-
tion heuristic, used for selecting an observation at each step, and 
the insertion heuristic, used for choosing an insertion position in the 
current plan. As an illustration, for the Swift telescope, the greedy 
search scheme implemented in the TAKO planning tool [31] is based 
on a static selection heuristic that successively selects tasks based 
on fixed priorities, and on an insertion heuristic that inserts each task 
at the earliest position in which there is a sufficient idle period. For the 
SVOM mission [34] detailed later in this article, the selection heuristic 
is dynamic (depending on the content of the current plan), and the 
insertion heuristic also inserts tasks at the earliest position in which 
there is a sufficiently idle period, but in this case with the possibility of 
moving back the tasks of the current plan (manipulation of temporally 
flexible solutions). In the HST [22] or XMM-Newton [5], the selection 
strategy considers the observations that are more constrained first, 
since these observations become increasingly difficult to insert as the 
search progresses, especially the observations composed of several 
elementary observations that must be carried out following a specific 
pattern. It is also possible to consider first the observations that are 
the least constrained, the intuition being that these observations will 
be easier to rearrange in case GRBs or ToOs occur.

Greedy decision rules are also used for short-term replanning fol-
lowing the arrival of high-priority requests. In this case, the conflicts 
between the new mandatory observations and the observations of the 
current plan are analyzed and resolved based on fast priority-based 
decision rules.

Local search and metaheuristics

In another direction, several mission planners developed for space 
telescopes use local search and global optimization methods (or 
metaheuristics) that allow the exploration of the search space to be 
diversified and local optima to be escaped from.

On the local search side, the mission planners for the HST and JWST 
use the minconflicts algorithm [28], which starts from an inconsistent 
plan and reduces step-by-step the number of conflicts between the 
observations of the plan (iterative conflict resolution approach [22]). 
For other telescopes like INTEGRAL or XMM-Newton, the local search 
techniques proposed handle only consistent plans at each step of the 
search, where tasks can be successively added or removed.

Concerning metaheuristics, various global optimization methods 
were tested for space telescopes: multi-objective evolutionary algo-
rithms for the JWST [15], stochastic hill-climbing or tabu search for 
INTEGRAL [35, 24], iterated local search for SVOM [34], and simu-
lated annealing, or restart techniques that allow to diversify the explo-
ration of the search space thanks to the stochastic nature of some 
decision rules. Some works also use optimization strategies that first 

build a plan based on a coarse-grain model and then refine this plan 
based on a detailed model [24].

Generic techniques

For several missions, the low-level constraints of the problem are 
handled by core planning and scheduling frameworks. One example 
is the APSI framework [6] initially developed by ISTC-CNR (Rome, 
Italy) for ESA, and which was used for INTEGRAL [35] and XMM-
Newton [5] to determine whether scheduling a small set of observa-
tion tasks within a given revolution is feasible. It was also tested for 
planning the mission of Herschel [7].

A second example is the constraint-based Spike tool [22, 26], devel-
oped by the US Space Telescope Science Institute (STScI). This tool 
is used for planning the activities of many ground and space tele-
scopes, including the HST and JWST. Basically, Spike helps to prune 
the task insertion positions that would lead to dead-ends given the set 
of temporal constraints of the problem.

A last example is the InCELL library [36, 33], which was used for two 
of the three telescope mission planning problems detailed in the next 
sections. Basically, the scheduling layer of InCELL handles an order-
ing over the tasks of the plan and maintains the earliest and latest 
start times of these tasks as a consequence of the current order-
ing. InCELL also allows various optimization criteria to be modeled, 
whereas for instance on the HST specific work was necessary to for-
malize the objectives truly optimized by the Spike-based planner after 
several years of operations [14]. As for common points, both Spike 
and InCELL are constraint-based, and both can manage at some step 
temporally inconsistent plans. Compared to APSI, InCELL is dedi-
cated to the implementation of local searches and metaheuristics.

Interactive scheduling

A last point that is common to many space telescope planning sys-
tems is the availability of manual and interactive scheduling modes in 
addition to fully automated search. This aspect is highly relevant for 
missions where it is hard to aggregate several optimization criteria 
into a single one, and where it is useful to propose several mission 
plans to the end-users, with some statistics that help in evaluating the 
quality of each of the plans proposed.

Uncertainty management

Almost all space telescopes must manage uncertain events such as 
ToOs or GRBs. As seen before, the precise management of uncertainty 
varies depending on the mission. For example, in INTEGRAL [35], a 
maximum filling percentage is specified for revolutions located in peri-
ods of the year where GRBs are more likely to be observed. In XMM-
Newton [5], a maximum filling percentage is imposed over groups of 
successive revolutions. In Spitzer [29], uncertainty about data volume 
is handled on-board to avoid the over-filling of the spacecraft mass 
memory. In the long-term planning phase of the HST, soft realization 
windows are chosen for observations instead of fixed non-flexible win-
dows [26]. For SVOM, a task reschedulability measure is optimized 
[34]. On the execution side, in SVOM, GRB events directly erase parts 
of observation plans, whereas for telescopes such as the HST and 
JWST, the plans uploaded to the satellites are ordered lists of observa-
tions that can be postponed at execution time instead of being erased.
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Planning for INTEGRAL

In the following, we describe three case studies that we tackled in 
the past and show how the combination of incomplete search tech-
niques and constrained-based approaches allowed us to produce 
good-quality plans. The first realization presented was developed 
within the context of a study initiated in 2007 by ESA, involving ISTC-
CNR (Rome, Italy), VEGA (Darmstadt, Germany), the Politecnico di 
Milano (Milan, Italy), and ONERA. The objective of this study was 
to explore the use of AI Planning and Scheduling techniques for ESA 
missions [41]. ONERA was in charge of one of the test cases, namely 
the long-term planning (over one year) of the observation activities 
of the INTEGRAL space telescope. In the following, we give an over-
view of the specifications of the planning problem, the constraint-
based model defined, the planning algorithm developed, the results 
obtained, and the lessons drawn from this work.

Mission description

INTEGRAL is an ESA mission, managed in cooperation with Russia 
and the USA, whose goal is to observe gamma-ray emissions from 
the universe. Starting in 2002 for at least two years, it has now been 
extended until 2020. As shown in Figure 1, the INTEGRAL satellite 
is moving on a highly elliptical orbit around the Earth. One orbit cor-
responds to 72 hours and only about 58 hours of these, out of the 
Earth radiation belts, are available for observation. Due to the pres-
ence of the Sun, the Earth, the Moon, and other planets, a given target 
is not permanently observable during these 58 hours. The satellite 
embeds four instruments: a gamma-ray spectrometer named SPI, a 
gamma-ray imager named IBIS, an X-ray monitor named Jem-X, and 
an optical monitor camera named OMC. These four instruments are 
fixed on the platform and point in the same direction. The Attitude and 
Orbit Control System (AOCS) allows the platform (and thus the instru-
ments) to remain pointed in a given direction during an observation, 
and to move from one direction to another between two successive 
observations. For the long-term planning phase, the slewing time 
between two successive observations is indirectly considered by lim-
iting the number of different observations within each orbit. Moreover, 
in order to keep some time available for opportunistic observations of 
unexpected events, such as the appearance of new X-ray/gamma-ray 
sources, only a given percentage of the observation time within each 
orbit is considered to be available. Constraints related to energy, data 
recording and downloading are not taken into account at this step.

From the long-term planning point of view, an Announcement of 
Opportunity (AO) is emitted each year, to which scientists answer 
by posting observation requests over targets of interest. Then, a tar-
get allocation committee selects observation requests and assigns 

to each of them a priority and a realization percentage above which 
the request is considered to be achieved. In general, a percentage 
of 100% is not mandatory. The AO used here covers a period from 
August 2007 to August 2008 and involves 123 orbits and 35 obser-
vation requests.

Each high-level observation request r is decomposed into ( )NEO r  
elementary observations corresponding to precise pointings defined 
by an observation mask. Observations of a given request all have 
the same duration, and ( )NEO r  is within the interval [1,1023] in 
practice, most of the observation requests requiring several hundreds 
of elementary observations. It is not mandatory and it is often impos-
sible to perform all of these ( )NEO r  elementary observations within 
a single orbit of the satellite.

Figure 2 shows an example of a solution plan for an instance involv-
ing 5 orbits and 6 observation requests. For request 1r , we have 
6 observation windows and 4 observation activities: the first one 
involving 3 elementary observations in the first window and the 
other three involving each 2 elementary observations in the last three 
windows. For request 2r , we have 4 observation windows and 4 
observation activities, each involving only one elementary observa-
tion in each window. We can observe 2 observation activities in the 
same window for request 3r  in the last window. We can also observe 
that no observation activity is associated with requests 5r  and 6r . 
Finally, we can observe that the duration of an elementary observa-
tion depends on the request considered: for example, greater for 2r  
than for 1r .

o1 o2 o3 o4 o5

r1

r2

r3

r4

r5

r6

Figure 2 - Example of a solution plan for the long-term planning phase of INTEGRAL

In INTEGRAL, a type is associated with each observation request of 
a given target. This type specifies the way in which the observations 
must be performed, and there are four types of requests:

•	 normal observation requests (NO) which must be split as little 
as possible and ended as early as possible after they have 
started;

•	 no-splitting observation requests (NS), which must not be in-
terleaved with other observation requests;

•	 periodic observation requests ( ),PE p t , which must be de-
composed into elementary observations performed every p 
orbits with a tolerance t on the deviation from the period;

•	 spread observation requests ( ( )SP n ), which must be decom-
posed into n sub-observations to be spread as much as pos-
sible over the year.

The long-term planning problem consists in selecting and scheduling 
over the next observation period, generally of one year duration, the 
observations associated with the current AO, plus the observations 
selected at the previous AO but which were only partially carried out. Figure 1 - The INTEGRAL satellite and its highly elliptical orbit (image credit: ESA)
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The resulting problem is a kind of over-constrained scheduling prob-
lem [40, 25] where the objective is to fulfill requests as much and as 
well as possible, taking request priorities into account and knowing 
that observations cannot overlap. The long-term plan also serves as 
an input for regular short-term planning which decides on the detailed 
activities to be performed by the satellite, taking into account the 
arrival of new urgent observation requests.

Constraint-based modeling

In this study, following a constraint-based optimization approach, the 
first step was to formalize the problem by providing a clear defini-
tion of the input data, the decision variables, the constraints, and the 
objective function. The full model is available in [35], and we provide 
thereafter only its main features.

Input data

We consider a set O of orbits over the planning horizon, with a maxi-
mum observation duration allowed for each orbit. We also consider a 
set R of observation requests, with for each request r R∈ :

•	 a type ( )TY r  among the four possible ones (NO, NS, 
( ),PE p t , ( )SP n ); 

•	 a set ( )W r  of windows available for carrying out r over the 
year; each window is included in a single orbit and corresponds 
to a period where the telescope is outside the Earth radiation 
belts;

•	 a weight ( )WE r  reflecting the priority of the request; 
•	 a number ( )NEO r  of elementary observations that all have 

the same duration; 
•	 a percentage above which r is considered to be achieved.

To model the problem, the main difficulty is that the number of 
observation activities used for one request r is not known initially, 
where an observation activity corresponds to a set of contiguous 
elementary observations performed for r within a given visibility 
window ( )w W r∈ . For instance, in Figure  2, there is one obser-
vation activity composed of 3 elementary observations in the first 
visibility window of 1r . In practice, it is not feasible to introduce as 
many observation activities as the number of elementary observa-
tions, which is why the maximum number of observation activities 
per request is restricted. With each normal observation request 

( )( )r TY r NO= , we systematically associate two possible observa-
tion activities per window ( )w W r∈ , and with each special obser-
vation request ( )( )r TY r NO≠ , we associate only one observation 
activity per window ( )w W r∈ . For the instance we worked on, we 
ended up with 2731 candidate observation activities. In the sequel, 
OA denotes the set of candidate observation activities and ( )OA r  
(respectively, ( )OA o ) denotes the set of candidate observation 
activities associated with request r (respectively, orbit o). We also 
consider a maximum number of non-empty observation activities per 
orbit, to limit the overall slewing time.

Variables

The problem is then to choose for each candidate observation activ-
ity oa OA∈ , its starting time ( )s oa  and the number ( )neo oa  of 
elementary observations that it involves.

From this, it is possible to compute the values of other variables that 
are functionally dependent on the ( )s oa  and ( )neo oa  variables. 

First, the ending time ( )e oa  of oa can be directly deduced from 
the fixed duration of each elementary observation. Then, for each 
request r R∈ , the total number ( )neo r  of elementary observa-
tions performed for r is defined as ( ) ( )

( )oa OA r
neo r neo oa

∈
=∑ . 

This number must not exceed ( )NEO r , the total number of elemen-
tary observations required for r. Last, for each request r, it is pos-
sible to compute the sequence of non-empty observation activities 
associated with r, ordered according to their starting times, and to 
get a start time ( )s r  (start time of the first observation activity car-
ried out for r) and an end time ( )e r  (end time of the last observation 
activity carried out for r).

Constraints

Several constraints must be satisfied by the variables of the model. 
Some of them are quite standard in terms of optimization:
•	 time windows: each observation activity must be included in 

the visibility window w with which it is associated;
•	 disjunctive resource constraints: given that there is a unique 

telescope resource over which the instruments are body-
mounted, observation activities cannot overlap; non overlap-
ping constraints can be expressed separately for each orbit, 
because windows associated with two distinct orbits are dis-
joint;

•	 knapsack constraints: for each orbit o, the maximum observa-
tion duration within o must not be exceeded; 

•	 cardinality constraint: for each orbit o, the maximum number of 
non-empty observation activities must not be exceeded.

Beside these standard constraints, each specific request type 
induces side constraints that are less standard for generic optimiza-
tion methods:

•	 for each no-splitting observation request r, there must be 
no interleaving between the observation activities associated 
with r and the observation activities associated with other re-
quests; 

•	 for each periodic observation request r, its period must be 
respected (up to the tolerance allowed) and only elementary 
observation activities must be used ( ( ) 1neo oa = );

•	 for each spread observation request r, there is a maximum 
number of elementary observations for each observation activ-
ity associated with r.

Objective functions

In INTEGRAL, the definition of the optimization criteria is not as easy 
as the definition of the constraints is. After discussion with the end-
users, we adopted the following approach. With each request r are 
associated:

•	 a quality of completion ( ) [ ]0,1qc r ∈ , which measures the per-
centage of completion of r; 

•	 a quality of realization ( ) [ ]0,1qr r ∈ , which measures to what 
extent the set of observation activities used for r are consistent 
with the type of r; the definition of this quality of realization de-
pends on the request type; for normal and no-splitting requests, 
the quality is higher when r finishes as early as possible after 
it started (maximum grouping objective); for periodic observa-
tion requests, the realization quality is higher when the deviation 
from the ideal period is lower; for spread observation requests, 
the realization quality is the mean realization quality of its ob-
servation activities;
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•	 an overall quality ( )q r  obtained as a linear combination of the 
two previous qualities: ( ) ( ) ( ) ( )1q r qc r qr rα α= ⋅ + − ⋅  with 

[ ]0,1α ∈  a parameter that can be adapted by the end-users. 

The global criterion q to be maximized is defined as the normalized 
weighted sum of request qualities:

	
( ) ( )

( )
r R

r R

WE r q r
q

WE r
∈

∈

⋅
= ∑

∑
	 (1)

Stochastic hill-climbing with restarts

Considering only variables ( )neo oa  for the real instance to be solved 
leads to 2731 variables whose domain size is between 2 and 1024. 
First experiments were made with generic constraint-based optimiza-
tion tools, which have, in theory, the capacity to find the optimal solu-
tion, but the results were not satisfying essentially due to the large 
size of the search space and to the complexity of the non-standard 
constraints and criteria. Instead, local search algorithms and meta-
heuristics were used in order to produce good quality solutions within 
limited computation times. The main features of the algorithm devel-
oped are the following:
•	 local search moves: The algorithm starts from an empty plan; it 

maintains a current plan and it modifies it iteratively using two 
kinds of local moves: either the enlargement of an observation 
activity oa (by adding to oa as many elementary observations 
as possible), or the enlargement of an observation activity oa 
after the removal of another observation activity oa′  located in 
the same orbit; after each step of the algorithm, the consistency 
of the current plan is maintained, meaning that all of the model 
constraints are satisfied;

•	 restricted neighborhood: at each step of the algorithm, a small 
subset of the set of possible local moves is pre-selected, by 
taking into account the weights associated with the requests; 
pre-selection is necessary because of the huge number of ob-
servation activities and thus of possible local moves; to avoid 
cycles around local optima, a tabu list of the T previous local 
moves is maintained, and the local moves included in the tabu 
list cannot be pre-selected;

•	 stochastic hill-climbing: all of the pre-selected local moves 
are evaluated by estimating their positive or negative impact 
on the optimization criterion; one candidate move is then ran-
domly selected among the best ones; the selected local move 
is effectively applied if the estimated impact is strictly positive 
and applied with a certain probability if the estimated impact is 
negative or null, as in simulated annealing [23];

•	 restarts: the algorithm restarts from an empty plan each time 
a maximum number of local moves without improvement is 
reached.

Inside the algorithm, the basic scheduling constraints associated with 
each individual orbit are managed by the core APSI toolbox [6]. Basi-
cally, the latter models dynamic systems based on a set of timelines, 
each of which represents the evolution of a component of the system. 
In APSI, different types of timelines can be used, including timelines 
modeling state variables or resources, and different kinds of con-
straints over timelines can be specified, including state and temporal 
constraints. For INTEGRAL, the specific constraints associated with 
no-splitting, periodic, and spread requests, as well as the optimization 
of the plan quality, are managed outside of APSI.

Experimental results

The planning tool implemented can be used to visualize the evo-
lution of the current plan during a search, the best plans found, 
and statistics on the quality of completion and realization of each 
observation request. Figure 3 shows some visualizations available. 
For advanced users, it is also possible to set parameters such as 
the probability of acceptance of a local move that does not increase 
the plan quality.

In the one-year instance described before, the algorithm takes in 
general only some minutes to achieve plans whose quality is close 
to 0.97 or 0.98, i.e., very close to 1, which is an upper bound on 
the plan quality. This means that, in the worst case, the best quality 
obtained is only 2 or 3% below the optimal one.

Figure 3 - Left: current plan over the year (one line per request, one blue 
rectangle per observation activity). Right: current completion percentage of 
each request

Lessons learned

In this study, it was possible to build an unambiguous constraint-
based model for the long-term planning phase of INTEGRAL. The 
main effort was made on the formal aspects related to the spe-
cific request types, on the partition between features modeled as 
constraints and features modeled as optimization criteria, and on 
the decomposition of observation requests into observation activi-
ties potentially spread over several visibility windows. On the solv-
ing side, the core APSI framework was able to manage the basic 
scheduling constraints, such as the constraints of no overlapping 
between observation activities within each orbit. Several aspects 
related to specific request types were, however, not manageable by 
APSI in its 2009 version, and specific developments were required 
for managing these specifications outside APSI. Also, a stochas-
tic hill-climbing algorithm with restarts was able to produce very 
good results in terms of plan quality and computing time, and in 
the end what previously required some days of manual work now 
requires only a few minutes of computing. Last, APSI was used 
as a non-incremental planning and scheduling engine in the sense 
that the scheduling problem associated with one orbit o is solved 
from scratch whenever one observation activity is added to o. The 
number of local moves carried out per second might have been 
higher by using an incremental solving strategy or a core planner 
tuned for local search.
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Planning for SVOM

We now consider a second mission and show the results obtained by 
following a similar methodology: definition of a formal constrained-
based model, definition of local search and metaheuristics, and 
development of visualization tools. One difference between SVOM 
and INTEGRAL is that between the two missions, we developed a 
core constraint-based optimization library dedicated to local search 
[36, 33].

Mission description

SVOM is a future Chinese-French space mission, which should be 
launched in 2021. It is dedicated to the study of the transient universe, 
which includes the observation of GRBs. The main partners involved 
are the Chinese Academy of Science, the Chinese and French space 
agencies (CNSA, CNES), the Shanghai Engineering Center for Micro-
satellite (SECM), and several Chinese and French science labs. The 
SVOM mission has a nominal duration of 3 years and an extension 
phase of 2 years.

As shown in Figure 4, the SVOM telescope carries four instruments: 
a coded-mask gamma ray imager named ECLAIRs, a gamma-ray 
spectrometer named GRM, a Micro-channel X-ray Telescope named 
MXT, and a Visible-band Telescope named VT. It will operate around 
the Earth at an altitude of 650km and follow a default attitude law 
called "B1 pointing law" which is roughly anti-solar. It provides an 
effective observation during the night hemisphere to enhance the 
follow-up possibilities and also avoids the Galactic plane and some 
bright X-sources to foster GRBs detection [9].

ECLAIRs
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Figure 4 - Instruments of the SVOM space telescope (http://www.svom.fr/en/)

The SVOM scientific program is divided into three categories:  
•	 the Core Program (CP), dedicated to GRBs; the latter are de-

tected and managed autonomously on board; with an expected 
GRB rate of around 60-70 per year; GRBs are unpredictable 
by nature, and when a GRB is detected on board the current 
observation plan is interrupted and the satellite remains pointed 
towards the GRB source for 14 orbits (  1 day);

•	 the Target of Opportunity (ToO) program, which allows new 
and urgent observations to be triggered from the ground; ToO 
observations must be performed by the satellite within 48h for 
a standard ToO and within 12h for an exceptional ToO (e.g., 
galactic supernova or gravitational wave alert); the typical ob-
servation duration is between 1 orbit and 14 orbits;

•	 the General Program (GP), consisting in observations request-
ed by the scientific community and which are pre-planned one 

year in advance; the GP targets are classified into three catego-
ries: A-targets (high priority), B-targets (low priority), and Fill-In 
Targets used to provide a default target to the satellite if needed; 
in the following, we do not consider the fill-in-targets; the dura-
tion of a GP request is from 1 orbit up to 5 days; the observa-
tion time is allocated to scientific users’ requests with a ratio of 
60% for the Chinese users’ group and 40% for the French users’ 
group; also, the GP allows pointing at sources close (within 10°) 
to the default B1 attitude pointing law. 

Figure 5 gives an idea of the distribution of the mission time among 
these three programs, both for the nominal mission and for the 
extended mission. One challenge is then to maximize the GP comple-
tion at the end of the year, especially for the A-targets, despite the 
occurrence of GRBs and ToOs. This challenge must be tackled given 
that in SVOM the mission planning process works as follows:  

•	 a GP pool of proposals is established once a year after a Call for 
Obs and a selection process, and a first schedule is computed 
over the one year span; 

•	 every week the pool of proposals is updated to take into ac-
count the GP observations canceled or partially carried out 
the week before due to the occurrence of GRBs and ToOs; the 
schedule is fully recomputed up to the end of the year to plan 
again these missing parts if possible;

•	 if an observation is not finished by the end of the year, the miss-
ing part might be selected to be included in the set of candidate 
requests for the next year; for each GP observation, it is as-
sumed that at least 95% of the requested exposure time must 
be fulfilled to obtain usable data. 

Nominal mission
1 ToO per day, 10% of GP outside B1 law

TOO
15%

TOO
40%

GRB
25%

GRB
25%

GP
60%

GP
35%

Extended mission
5 ToOs per day, 50% of GP outside B1 law

Figure 5 - Distribution of the useful mission time over one year; GP 
observations are split between those performed outside the B1 pointing law 
(light green) and those performed around this default law (dark green)

Constraint-based modeling

As for INTEGRAL, we give an overview of the constraint-based model 
developed for SVOM. See [34] for a full description.

Input data

We consider a set R of observation requests that are candidates for 
being scheduled over the remaining part of the year, and a set of 
coarse-grain directions containing B1 (around the default B1 pointing 
law), HL (High Latitude), and MWC / MWEP / MWWP (Milky Way 
Center / East Part / West Part). Each request r R∈  is defined by 
several elements:

•	 a request category among ToO (Target of Opportunity), CAL 
(Calibration), and GP (General Program), with a priority level 
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targets to which the telescope must be pointed; this cumulated 
slew must be minimized; 

•	 ( )reschedulability r , which measures the reschedulability of 
each request r; this metric corresponds to the amount of time 
available for rescheduling r (or parts of r) in case of interrup-
tions due to the occurrence of GRBs and ToOs; for a request 
r in the observation sequence, this reschedulability index is 
maximum when the realization of r starts at the beginning of 
the earliest realization window of r (potentially many possibili-
ties to reschedule r in this case), and it is equal to 0 when the 
realization of r ends at the end of its latest realization window 
(no opportunity to reschedule r in this case); ideally, the mean 
reschedulability must be maximized and its standard deviation 
must be minimized, to achieve a fair distribution of reschedula-
bility between observation requests. 

 As shown in the next section, some choices were made at the level of 
the planning algorithms to establish an order between these objective 
functions.

Greedy search and iterated local search

We now describe the components of the planner developed for con-
structing plans every week over the rest of the year.

Core constraint-based reasoning engine

As mentioned before, the generic InCELL library is used to handle 
the constraint-based model of the mission. Basically, InCELL imple-
ments the Constraint-Based Local Search paradigm [17]. It allows 
us to incrementally evaluate the impact of additions or removals of 
observations on all constraints and objectives of the model, and to 
use predefined primitives for implementing local searches and meta-
heuristics.

Greedy search

The SVOM planner starts from a plan that contains only the set of 
regular calibrations placed in fixed windows and the set of mandatory 
ToOs known at planning time. The algorithm then tries to insert GP-
observations one by one into this plan. This search phase is greedy 
in the sense that once an observation is inserted into the plan, it is 
never removed. As discussed previously, in order to fully instantiate 
such a search procedure, two main parameters must be set, namely 
a selection heuristic to select a candidate observation at each step 
and an insertion heuristic to determine an insertion position into the 
current plan.

The selection heuristic defined for SVOM promotes: (1) the fair 
sharing of the telescope among the users (relatively to the ideal 
usage ratios defined in the input data), (2) the fair sharing of the 
telescope among the categories of directions (again, relatively to the 
ideal usage ratios defined in the input data), and (3) the realization 
of the highest priority requests. A fixed lexicographic ordering is 
used to combine these three aspects and obtain at each step a set 
of candidate requests. One candidate in this set is chosen based on 
a portfolio of possible decision rules, such as (1) the selection of 
one request that is the most constrained in terms of available time 
windows, (2) the selection of one request whose duration is mini-
mum, (3) the random selection of one request, or (4) the selection 
of one request whose observation has already been started in the 

(A or B) and the user requiring the observation ("CH" for Chi-
nese, "FR" for French) for GP requests; 

•	 a direction category in { }1, , , ,B HL MWC MWEP MWWP  and 
the precise coordinates of the target associated with the re-
quest;

•	 a list ( )W r  of time windows during which the target associated 
with r is visible;

•	 the observation duration associated with r, split between the 
remaining observation duration for r and the observation dura-
tion already elapsed (not null for observations truncated due to 
GRBs and ToOs).

As an input, we also have, for each user { },u CH FR∈  (respec-
tively, for each direction { }1, , , ,d B HL MWC MWEP MWWP∈ ), the 
desired satellite usage ratio for user u (respectively, for direction d). 
Considering usage ratios for directions is useful to make sure that the 
telescope does not point outside the B1 pointing law too much, which 
favors the observation of GRBs.

Decision variables

Following the specifications of the mission, we impose that obser-
vation requests must be planned in a single block. This means that 
the observations are non-preemptable at planning time, even if GRBs 
and ToOs might cause interruptions at execution time. An observation 
plan is then defined as a sequence [ ]1, , kseq r r=   of successive 
observation requests planned for the satellite, with for each request 
ir seq∈  a time window ( ) ( )i iwin r W r∈  chosen for carrying out ir .

Constraints

Two basic scheduling constraints must be satisfied: 
•	 time windows: each observation for a request r must be carried 

out within the window ( )win r  chosen for r;
•	 no overlap: the observations successively carried out must not 

overlap, since all instruments are body-mounted on the tele-
scope.

Such constraints lead to a standard scheduling problem with a unique 
machine (the telescope) and time windows.

Objective functions

From a scheduling perspective, the main challenge in SVOM is actu-
ally to be able to manage multiple objectives for the construction of 
good quality plans. The model considers six sets of objective func-
tions listed below:

•	 ( )nObs p , which measures the number of GP observations 
carried out for priority p; this number must be maximized, with 
a strict preference for priority A;

•	 ( )duPrio p , which measures the total observation duration for 
priority p; this duration must be maximized, with a strict prefer-
ence for priority A; 

•	 ( )duUser u , which measures the cumulated observation dura-
tion for user u; this duration must respect the desired usage 
ratio as much as possible; 

•	 ( )duDir d , which measures the cumulated observation dura-
tion for direction d; this duration must respect the desired usage 
ratio as much as possible; 

•	 slew, which measures the cumulated slew induced by the cho-
sen observation plan, given the coordinates of the successive 
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past, to favor the completion of observations interrupted by GRBs 
or ToOs. For the insertion heuristic, several strategies were tested, 
including (1) insertion at the earliest feasible position that exploits 
an idle period of the telescope; (2) insertion at a position that maxi-
mizes the mean reschedulability of GP requests of priority A; and (3) 
insertion at a position that minimizes the cumulated slew. For these 
insertion heuristics, moving back observations of the current plan 
is allowed, and only insertion positions leading to a feasible plan 
are considered.

Iterated local search

Given that the heuristics used in greedy search are imperfect, a more 
efficient planning strategy was developed. The latter uses the Iter-
ated Local Search (ILS) metaheuristic [27]. It starts from the solution 
produced by the greedy search process, and then iterates two search 
phases until a maximum CPU time is reached:

•	 a perturbation phase, during which x % of the observations are 
removed from the current plan with x a parameter to be set; 
the observations removed are chosen using a uniform random 
distribution; 

•	 a reoptimization phase, during which the solution obtained after 
the perturbation phase is reoptimized; this phase reuses the 
greedy search scheme to fill the plan again; to diversify search, 
the heuristic used for filling the plan is chosen randomly among 
the portfolio of decision rules. 

Throughout the iterations, the best plan found is systematically 
recorded, based on a lexicographic ordering of the optimization criteria.

Post-processing: slew optimization

For SVOM, the cumulated slew can actually be considered as less 
important than the other objectives because the pointing of the tele-
scope will be perturbed anyway due to the commitment to carry out 
GRBs and ToOs. This is why the slew objective is considered only at 
the last optimization step.

To achieve an observation sequence [ ]1, , nseq r r=   that optimizes 
the cumulated slew, local search techniques developed for routing 
problems with time windows are used [39]. The corresponding tech-
niques are or-opt moves [2], which try to better position a block of k 
successive observations inside the observation sequence, and 2-opt 
moves [10], which consider k successive observations and try to 
perform them in the reverse order. Local moves are carried out while 
improvements are made, i.e., until a locally optimal cumulated slew 
is reached. Then, an ILS search scheme is used, with a perturbation 

phase that randomly updates the ordering of some observations and 
a slew reoptimization phase based on or-opt and 2-opt moves again. 
This mechanism is applied until the maximum CPU time allowed is 
reached.

Experimental results

Experiments were performed on several data sets to evaluate the 
performance of the algorithms for the initial planning phase, when 
the full-year schedule must be synthesized. Table 2 gives the results 
obtained on one data set involving approximately 600 GP requests. 
In this scenario, greedy search delivers good quality solutions in a 
few seconds. Experiments on the different selection and insertion 
heuristics indicate that the heuristic that fills the earliest idle periods 
is a good compromise between the computation times and the plan 
quality. Also, ILS leads to better results in terms of number of obser-
vations performed and in terms of observation duration, especially 
for GP requests of priority B. Using ILS can however penalize the 
reschedulability criterion a bit. In 5 minutes, ILS performs up to 100 
plan perturbation-reoptimization steps. Last, the slew optimization 
phase has a strong impact on the cumulated slew (50% reduction), 
while having little impact on the reschedulability objective.

We also simulated the dynamic behavior of the planning system by 
calling the planner every week to schedule the remaining part of the 
year. The objective was to determine whether GP requests were com-
pleted despite the random arrival of ToOs and GRBs. We conducted 
the experiments on a set R composed of 426 GP-real-life requests. 
For each set of scheduling parameters, 20 one-year simulations were 
completed, each time with random occurrence dates for ToOs and 
GRBs. For these 20 simulations, Table  3 shows the mean number 

GPn  (respectively, GP An − ) of GP requests (respectively, GP requests 
of priority A) that are completed up to 95% at least at the end of the 
year, and the mean observation time dedicated to these requests (col-
umns GPt  and GP At − ).

The results show that the ILS phase, which starts here from the solu-
tion found by the greedy search, improves the performance obtained 
after one year of mission time.

Algorithm 
CPU 
time 
(sec) 

Priority A Priority B 
user
ratios 

slew
(deg) nObs 

 
reschedulability in 

days 
nObs 

 
reschedulability in 

days 

greedy 21.4 190/193 115.5(70.2) 250/408 40.0(38.3) 0.41/0.59 23483 

ILS (perturb 0.1) 300 192/193 99.1(74.7) 261/408 41.2(43.0) 0.40/0.60 24338 

slew optimization 300 192/193 98.3(73.1) 261/408 42.9(44.8) 0.40/0.60 13219 

Table  2 - Results obtained in a one-year scenario including more than 600 observation requests (Intel i5-520 1.2GHz 4GBRAM processor, time limit of 
5 minutes); for the reschedulability, we give the mean value and the standard deviation in parentheses

 GPn GPt  (days) GP An − GP At −  (days) 

greedy 206 142 177 116 

ILS - perturb 10% 218 160 186 132 

Table 3 - Number of observations and observation duration after a one-year 
simulation
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Short-term planning

The techniques presented so far concern the long-term planning 
phase of SVOM. For the short-term planning phase, another approach 
is defined to deal with the arrival of ToOs [19]. The main idea is that 
when a ToO request is received, there is a need to construct a ToO 
observation plan over a one-day span. For this, the relevant sky areas 
are decomposed into tiles, and the main task of the short-term plan-
ner is to select a subset of the tiles and define the order in which the 
selected tiles are observed, given constraints on stabilization times, 
visibility windows, and maximum number of tiles per orbit, and given 
the likelihood that a given tile contains the source sought. Basically, 
this tile-sequencing process is a chronological greedy algorithm that 
iteratively inserts tile observation activities at the end of the current 
plan. At each step, the algorithm selects either a tile that has the maxi-
mum likelihood of containing the source (static selection heuristic), or 
a tile that maximizes a value depending both on the source presence 
likelihood and on the last tile of the plan (dynamic selection heuristic).

Lessons learned

On the modeling side, the mission constraints for SVOM are very 
simple but the optimization criteria required a bit more effort to be 
derived. On the implementation side, one lesson is that it was very 
useful to have a generic tool for managing the core constraint-based 
model. It allowed the lexicographic ordering between the different 
objective functions to be easily updated during the project. It also 
allowed various search parameters to be tested. Also, to optimize the 
slew, the use of standard Operations Research techniques was very 
beneficial.

Last, even if there is no theoretical guarantee on the stability of 
the plans produced for GP observations, some settings used favor 
replanning observations that have already been started or that are 
more time-constrained. This is why the approach manages to com-
plete observations up to 95% at the end of the year. More precisely, 
the uncertainty about GRBs and ToOs is handled through two main 
mechanisms: (1) regular replanning each week during the year, 
which allows parts of GP observations aborted because of high 
priority events to be programmed again, and (2) optimization of the 
reschedulability metric. Given that GRB events will cover around 25% 
of the useful mission time, and given that ToOs will cover between 
15% and 40% of the time, more proactive planning strategies have 
been sought. In particular, we started to develop a planning process 
in which, in a first phase, all observation durations are scaled propor-
tionally to the percentage of useful mission time covered by random 
events. Returning to nominal durations, opportunistic observations 
can then be added to avoid under-using the telescope. This process 
has the potential to produce more stable plans, since the plan in 
which all observation durations are scaled could serve as a reference 
to be followed, as much as possible, over the year.

Planning for ARIEL

Mission description

We present in this section the ARIEL mission, which is the fourth 
medium-class mission within the ESA Cosmic Vision science pro-
gram, with a launch planned in 2028. The total lifetime duration is four 
years and could be extended for two additional years.

In astronomy, a transit, or occultation, is the phenomenon when a 
planet passes directly in front of or behind its host star from the satel-
lite point of view. ARIEL will analyze the atmospheres of around 1000 
planets (warm and hot transiting gas giants, Neptunes and super-
Earths) orbiting around a range of host star types, using transit and 
occultation spectroscopy in the ~2 – 8 µm spectral range and broad-
band photometry in the optical to determine their chemical compo-
sition and physical conditions. The results will help scientists better 
understand planet formation, putting our own Solar System in context.

Transit and occultation spectroscopy methods, whereby the signal 
from the star and planet are differentiated using precise knowledge 
of the planetary ephemerides, allow atmospheric signals from the 
planet to be measured. Figure 6 illustrates the orbital lightcurve of the 
transiting exoplanet HAT-P-7b as observed by Kepler [3], which the 
methods adopted by ARIEL are based on.
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Figure 6 - Orbital lightcurve of exoplanet HAT-P-7b [3]

Observation objectives

ARIEL will visit a large and well-defined set of a few hundred targets. 
Repeated visits are required to build up the Signal to Noise Ratio (SNR) 
of individual target spectra. Most of the targets will require between 
one and a few tens of transit/occultation observations, depending on 
the brightness and spectral type of the host star and planetary radius 
and temperature. The maximum duration of a visit to a target sys-
tem will be less than 10 hours. The time between successive transit/
occultation observations will depend on the orbital period and could 
be as little as a fraction of a day to as long as a few days, with the 
exception of highly eccentric orbit planets.

Every targeted planet is associated with one or more of the following 
scientific objectives:  

•	 Basic survey objective (denoted by Survey): it requires a mini-
mal number of transit or occultation observations in order to 
assess the scientific interest of the planet and its main coarse 
characteristics. It basically addresses all of the targeted planets. 

•	 Deep survey objective: it requires additional transit or occulta-
tion observations in order to obtain a better SNR and to achieve 
a detailed characterization of the planet and its atmosphere. It 
addresses a large sub-sample of the set of targeted planets. 

•	 Benchmark objective: it requires even more transit or occultation 
observations to reach the best possible SNR allowing a very de-
tailed knowledge of the chemistry and dynamics of the planet. It 
addresses a few tens of planets orbiting very bright stars.

According to the definition of these objectives, the global observing 
strategy that is promoted is to prioritize, at the beginning of the lifetime, 
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the observations for planets with either a benchmark objective first or 
a basic survey objective, and to postpone the observations account-
ing only for a Deep objective after a period of about 1 or 1.5 years 
from the beginning of the mission.

Payload calibration needs and operational constraints

During the mission, it is assumed that the operational needs are as 
follows:

•	 one housekeeping sequence during 4 hours every 28 days, with 
a tolerance of +/- 2 days; 

•	 one long calibration sequence during 6 hours every 30 days, 
with a tolerance of +/- 10 days; 

•	 one short calibration sequence during 1 hour every 36h, with a 
tolerance of +/- 12h; 

•	 some specific targets may require a short calibration sequence 
to be performed just before/after the transit observation. 

All of the calibration sequences use dedicated targets to point to 
numerous wide spread predefined G-stars. The mission data down-
links are assumed to not conflict with the observations.

Mission planning challenges and constraints

A mission planning process is required to establish the observation 
schedule from a set of requests R initially selected and classified by a 
scientific board. It provides, in particular, the allocations for the three 
objectives and the types and numbers of observations needed. The 
mission planning process must take into account the observing strat-
egy promoted for ARIEL and all of the relevant system constraints.

Note that at the time when the study on ARIEL was performed, it 
was still a mission candidate. Consequently, the goal of the study 
presented was the evaluation of the global scientific impact of the 
mission in the following way:

•	 the various objectives could be achieved for the highest number 
of targeted planets. In particular, the Benchmark objective could 
be met for all of the planets concerned and a high number of 
Survey objectives could be met at the beginning of the lifetime 
(500 surveys done the first year);

•	 a sufficient part of the useful mission time was devoted to sci-
entific observations (the goal is of 80%) avoiding long time pe-
riods without observation activities;

•	 the regular calibration and housekeeping tasks could be fulfilled 
most of the time.

We describe here the main outcomes of this study [38]: a constraint-
based model, two algorithmic approaches, experimental results, and 
lessons learned.

Constraint-based modeling

Input data

We consider the following input data:
•	 mission dates – start and end dates of the mission, and desired 

dates before which the Benchmark, Survey and Deep objec-
tives should be performed; 

•	 satellite features – slew speed and duration to wait after each 
slew in order to be thermally and mechanically stable; 

•	 operational tasks – each operational task can either be a short 
calibration, a long calibration or a housekeeping task. Each type 
has an associated duration, period and flexibility; 

•	 calibration stars – stars (name, right ascension and declina-
tion) that are the targets to point to for calibration tasks; 

•	 exoplanets – each planet is characterized by a name, its orbiting 
star, its period and its coordinates (right ascension and declina-
tion). Candidate transit and occultation events for each planet 
can be pre-computed along with their start and end dates. The 
duration of each event is also given as an input; 

•	 scientific requests – description of all of the planet observa-
tions that can be carried out during the mission. Each scientific 
request targets one planet and can focus either on its transit 
events or occultation events.

The numbers of observations required to achieve each objective 
(among Survey, Deep, or Benchmark) are also given as an input. A 
request is called a Survey request if and only if its number of Deep 
and Benchmark observations is equal to 0. We define Deep and 
Benchmarks requests along the same lines.

Orthogonally to the objective dimension, requests can also be parti-
tioned into:

•	 a set of simple requests, for which there is no required task 
before and after observations of events; 

•	 a set of requests with calibration, for which each observation 
must be preceded and/or followed by a short calibration that is 
performed on the closest G-star to the planet; such requests 
can be considered as simple requests with a longer duration, 
for which the pointing target can be either the planet or the 
G-star depending on the calibration requirement; 

•	 a set of requests with additional observations, for which a spe-
cific task must be performed before and/or after each observa-
tion of an event. 

Variables

There are two classes of discrete decision variables:
1.	 Boolean variables for deciding which observation candidates 

are in the final plan; the start and end dates of these observa-
tions are fixed (dates associated with transit and occultation 
events) and therefore do not require any decision;

2.	 Boolean variables for deciding which operational tasks are in 
the final plan and integer variables for their start and end dates. 

Constraints

We consider the following constraints:
•	 no overlap: the tasks performed by the telescope should not 

overlap. This takes into account the slewing duration between 
the pointing targets of tasks and the stabilization duration; 

•	 requests with additional observations: for a request with addi-
tional observations, a candidate observation is part of the final 
plan if and only if the observation just before and/or just after is 
also part of the final plan; 

•	 operational tasks periodicity: operational tasks must be performed 
periodically, with a given flexibility as specified by their types; 

•	 deep observation release date: observations that allow the ob-
jective of Deep requests to be achieved cannot be made before 
a fixed date. 
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Objective functions

We first list the different elementary criteria taken into account for the 
mission and then describe two combinations considered.  

•	 crit_nReq - maximize the number of completed requests;
•	 crit_nB (respectively, crit_nD and crit_nS) - maximize the 

number of completed Benchmark (respectively, Deep and Sur-
vey) requests;

•	 crit_nB_d (respectively, crit_nS_d) - maximize the number 
of Benchmark requests (respectively, Survey objectives) com-
pleted before the desired date;

•	 crit_nOp - maximize the number of operational tasks carried 
out;

•	 crit_nHk (respectively, crit_nLc and crit_nSc) - maximize the 
number of housekeeping (respectively, long and short calibra-
tions) carried out during the mission. 

All of the criteria above do not have the same weight, because of the 
mission observation objectives. Following these mission priorities, 
we considered two main criteria:
•	 Upper bound criterion. This criterion does not take into account 

the request types, but rather focuses on the maximizations of 
the number of completed requests and the number of opera-
tional tasks in the plan, thus giving a clue of what could be an 
upper bound for the planning of ARIEL regarding the number of 
completed requests. Formally, the upper bound criteria UBcrit  
is defined by a vector [ ],crit_nReq crit_nOp  that is optimized 
lexicographically. 

•	 Criterion with request types. This criterion, denoted as Typecrit , 
takes into account the type of requests and the date before which 
Benchmark requests should be completed. Formally, Typecrit  
is vector [crit_nB_d, crit_nB, crit_nD, crit_nS, crit_nHk, 
crit_nLc, crit_nSc] and is optimized lexicographically.

Greedy search and local search

We developed two different approaches. The first one is greedy-based. 
The second one uses a Constraint Based Local Search paradigm.

Note that a third approach could be adapted from the one used 
for EChO [30], which is an earlier version of the ARIEL problem in 
which there was no distinction between Survey, Deep and Bench-
mark requests. EChO used a two-phase strategy, where first sci-
entific requests are planned using genetic algorithms, and then as 
many operational tasks as possible are inserted to fill in the gaps 
in the plan. We did not experiment with this approach on the ARIEL 
benchmarks.

Greedy approach

Many greedy-based algorithms were developed for solving the ARIEL 
planning problem. We describe here a hierarchical greedy algorithm 
that gives the best results, as described in Section "Experimental 
results".

Starting from an empty plan, the algorithm selects a candidate task 
and tries to insert it into the plan. More precisely, all requests and 
candidate observations are first labeled as unprocessed. While there 
is an unprocessed request, one request r is selected by consider-
ing first Benchmark requests, then Deep and Survey ones and with 

a tie-break favoring those with the least flexibility in further obser-
vations. Then,  the first unprocessed observation for this request is 
inserted into the final plan if and only if its insertion does not vio-
late any constraint. The observation is marked as processed. If the 
objective is achieved or if all candidate observations of r have been 
processed, then r is also labeled as processed. If the Survey objec-
tive of r is not achieved, then all of the observations inserted for r are 
removed. When all requests have been considered, a similar proce-
dure is followed for operational tasks.

This algorithm tends to maximize the number of completed requests, 
while taking into account the priority of the tasks. The dates before 
which benchmark requests and survey objectives should be com-
pleted are also considered, since the inserted task is always the first 
one chronologically.

In order to increase the cumulated duration of activity of the satellite, 
two procedures have been defined. First, we try to insert into the plan 
as many observations as possible but only for requests that have at 
least achieved their Survey objective. The second procedure extends 
the time during which calibration associated with scientific events are 
carried out.

Min-conflicts approach

The second approach is a Constraint Based Local Search (CBLS) 
approach [17]. It is particularly suited for handling constraint pro-
gramming problems with large benchmarks, especially because vari-
ous parts of the search space can be explored in a short time. The 
algorithm built on top of that approach is based on a min-conflicts 
algorithm [28]. It starts with an initial plan in which all requests are 
randomly fulfilled and constraints are all satisfied except for the no-
overlap ones. Then, the objective of the algorithm is to remove all 
conflicts due to overlaps and then optimize the criteria crit that can be 
equal to UBcrit  or Typecrit . The steps are as follows:

1.	 while there exists an overlap conflict or the criteria can theoreti-
cally be improved, we select an observation oldo  in the plan;  

2.	 we select a candidate observation newo  of the same request 
that, if inserted into the plan in place of oldo , either decreases 
the number of overlaps, or improves the value of crit without 
deteriorating the number of overlaps. The insertion of newo  
must also satisfy all constraints except for the no-overlap ones. 
A random tie-breaking is used to choose between candidate 
observations that improve the criteria in the same way;

3.	 we remove oldo  from the plan and insert newo  instead;
4.	 we insert all housekeeping tasks in their corresponding tempo-

ral interval as early as possible if and only if they do not overlap 
with already inserted observations. We then proceed the same 
way for long and short calibrations. 

These steps are repeated until the criteria reach the maximum theo-
retical value or until a maximum number of iterations is reached. If 
overlap conflicts still exist, an observation from the plan is chosen 
and removed. The algorithm starts again from Step 1 and the proce-
dure is repeated.

Note that crit_nReq cannot be improved if its value is the number of 
requests. Likewise, crit_nOp cannot be improved when its value is 
the number of operational tasks. These are the maximum theoretical 
values of criteria.
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Experimental results

In this section, we present experiments carried out on a set of data 
provided by scientists working on the design of ARIEL.

Scenario

The benchmark that we worked on includes 710 planets and 728 
corresponding requests. 61 are Benchmark, 240 are Deep and 427 
are Survey requests. 709 requests have a Survey objective. A short 
calibration is required before and after each observation of an event 
for 34 requests. The benchmark does not contain requests with addi-
tional observations.

There are 128439 candidate observations and 4345 observations are 
required to complete all of the requests. The corresponding duration 
is equal to 3.52 years, which is longer than the mission duration.

Implementation

The greedy approach was implemented with Scilab on a Intel Core i3 
processor with 2GB of RAM. The CBLS experiments were run on a 
four-Xeon 2.80GHz processors with 8GB of RAM. We implemented 
the algorithm in Java on top of library InCELL [36].

Results

Results of the experiments are illustrated in Figure 7 and Table 4. For 
analyzing these results, we consider the various different objectives 
of this study.
•	 Number of completed requests - As expected, crit_nReq is 

maximized with the CBLS approach along with the upper-bound 
criteria. When the types are taken into account, the best ap-
proach is CBLS with the criterion Typecrit .

•	 Cumulated duration of activity - All approaches generate a plan 
in which the satellite is active for more than 80% of the mission 
duration. 

•	 500 Survey objectives during the first year - The best result is 
obtained by the CBLS approach with the criterion Typecrit . Bet-
ter results might be hard to obtain, since the plan is saturated 
during the first year because of Benchmark requests. 

•	 Operational tasks - All approaches have rather low results 
for that objective. The best approach is the greedy one: giv-
en that there is less time dedicated to observations, there 
is more time for operational tasks. If the inser tion of op-
erational tasks were to be a constraint instead of a prefer-
ence, the overall results would really be lower. For instance, 
in this case the number of completed requests falls to 502 
for CBLS with Typecrit  (44 Benchmark, 178 Deep and 280 
Survey), and the cumulated activity duration of the satel-
lite represents 74% of the mission duration. Given that this 
objective has a lower priority, it is not really achieved by the 
proposed approaches.

Lessons learned

The planning problem associated with the ARIEL mission stresses 
several challenges. First, it combines both an allocation problem 
for scientific observations and a scheduling problem for opera-
tional tasks, which implies the use of different types of decision 

variables. Second, there are several non-classical criteria, such as 
deadlines. Then, it requires requests covering multiple observa-
tions to be dealt with, also known as linked observations. Four th, 
the number of requests can also be quite challenging. For the stud-
ied benchmark, there are more than 3 million potential conflicts 
between candidate observations. Finally, as the design of the mis-
sion was still on-going, there was a real need for a generic model 
and implementation.

Given that the ARIEL mission has been selected, the next step is to 
define more precisely the operational constraints on the system and 
make them high-priority. Moreover, the scheduler should be modified 
in order to dynamically integrate new sets of requests.

From a technical point of view, the initial plan produced maximizes 
the criteria but violates some constraints. While this outperforms 
the greedy approach along with several heuristics, some other 
approaches should also be investigated, such as CBLS starting from 
an empty plan or Iterated Local Search as mentioned earlier.
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Figure 7 - Features of the plan generated by each approach. The first column 
contains the number of observations inserted into the plan, the second one 
contains the number of completed requests, and the three next columns 
detail how requests are satisfied per type. The last three columns contain the 
number of operational tasks that are part of the plan

Approach Activity dur. Scientific activity dur. Survey obj. 1st year

Greedy 80% 72% 411

CBLS - critUB 89% 83% 295

CBLS - critType 83% 77% 467

Table 4 - For each approach, the percentage of the mission duration during 
which the telescope is active, the percentage of the mission duration 
dedicated to scientific activities and the number of requests with Survey 
objective completed during the first year of the mission among the 709
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Conclusion and future work directions

This article presented three telescope mission planning systems 
developed in the past, giving for each a description of the model, 
the algorithms, the results, and some lessons learned. Based on this 
experience, we believe that it may be relevant to address the three 
following challenges in the future.

A generic tool for space telescope planning

Given that many space telescopes share similarities in terms of plan-
ning, it would be useful to develop a generic mission manager. At 
the moment, we have a generic constraint-based optimization tool 
(InCELL) that allows us to quickly define new mission specific plan-
ners. To gain in genericity, we could try to define a generic telescope 
mission planning tool on top of InCELL, as done by the Space Tele-
scope Science Institute (STScI) with Spike [22, 26]. In such a generic 
tool, we could have a domain specific language, a set of predefined 
decision rules (e.g., selection heuristics and insertion heuristics for 
greedy search), and a set of predefined local search and metaheuris-
tics. On this basis, it would be possible to more easily compare sev-
eral search algorithms (stochastic hill-climbing, iterated local search, 
min-conflicts, etc.). Also, the precise settings of the search param-
eters could be optimized by machine learning techniques.

Uncertainty management

Another challenge concerns the way in which the uncertainty is man-
aged for space telescope missions. As seen previously, the degree 
of uncertainty is quite high for space telescopes, due to random 
events like ToOs or GRBs. The current practice is that in each mission 
specification, there is an indirect way of dealing with such events: 
limitation of the planned observation time during some periods, 
optimization of reschedulability measures, computation of flexible 
realization windows, etc. On this point, there is a need to compare 
the different approaches proposed in the literature. It is likely that it 

could be relevant to exploit a coarse-grain model of these random 
events and let the mission planner optimize the plans by using explicit 
stability measures in addition to the other performance measures. By 
doing so, the behavior of the telescope would be more predictable 
for the end-users. From an algorithmic point of view, the approach 
could be to search for an easily reschedulable backbone plan, and to 
add opportunistic observations when the occurrence rate of random 
events is lower than expected. Moreover, to manage uncertainty, it 
could be useful to develop on-board autonomy concepts, not only to 
automatically trigger follow-up observations when relevant events are 
detected, but also to abort observation activities when some condi-
tions are not met.

Planning for several telescopes

Lastly, nowadays there is a significant number of space telescopes. 
Even if they do not embed the exact same instruments, it could be 
interesting to globally optimize their activities given a set of candidate 
targets, that is, to have a kind of centralized telescope planning tool 
or a kind of distributed planning engine with automated negotiation 
steps, at least at the level of each space agency to manage its "con-
stellation" of space telescopes. Several reasons could motivate this 
choice. First, scientists might want to post an observation request r 
requiring several telescopes embedding complementary instruments. 
In this case, to maximize the scientific return, there would be a need 
to coordinate the decisions of the telescope mission planning centers, 
so that the elementary observations associated with r are either all 
selected or not selected, and so that these observations are carried 
out during similar periods of the year if needed. Another reason would 
be to share the use of the telescopes among the possible GRBs and 
ToOs. As an example, if a single random event is detected, it is not 
an issue to point all telescopes to the corresponding target. However, 
when several random events occur simultaneously, there could be 
some level of coordination between the mission centers to share the 
usage of the ground and space observatories because, in the end, all 
telescopes share common long-term goals 
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Introduction

Computer vision techniques have made considerable progress in 
recent years. One of the most recent successes in computer vision 
has been achieved through the development of Deep Learning meth-
ods. It seems unlikely that this trend will backtrack radically on short 
notice: most signal and data analysis approaches will now include 
somewhere in their processing pipeline one or several components 
that have been designed using machine learning techniques. Before 
the advent of Deep Learning, more conventional methods based on 
geometric vision already offered very interesting performances for 
autonomous localization.

The performance gain obtained by these techniques now makes pos-
sible the practical use of computer vision in complex systems, and 
particularly in surface vehicles and in civil drones or aircraft, replac-
ing human pilots.

Driving Automation Systems for On-Road Motor Vehicles have been 
widely studied. A dedicated standard [80] has been published by SAE to 
propose a set of recommended practices and a taxonomy describing the 
full range of levels of driving automation in on-road motor vehicles. The 
concerns and risks associated with on-road autonomous vehicles are 
also discussed in [94]. To address these risks, the authors explore vari-
ous strategies that can be adopted and emerging responses by govern-
ments. They show that, thus far, authorities have generally avoided bind-
ing measures and have focused on creating councils and work groups, 
in order to not slow down the development of autonomous vehicles.

In this article, we focus on the civil aeronautics domain. In this domain, 
the strategy is quite different. An aircraft (autonomous or not) cannot 
enter service without being certified from a safety point of view. One of 
the main rules to ensure safety is "see-and-avoid": it is the responsibility 

of the (human or artificial) pilot to detect any abnormal situation or any 
risk of collision and to ultimately take control of the vehicle.

The issue that naturally arises for allowing the use of computer vision 
in civil aeronautical vehicles is to provide a way to certify a given level 
of safety. This is a difficult issue for such processes, which are effec-
tive in their empirical domain of expertise, but it is often not possible 
to state why they are so.

What is a computer vision based system?

Let us begin by illustrating what a computer vision-based system is. 
As an example, let us consider a vision-based navigation system rep-
resentative of embedded systems in robotics, drones, autonomous 
cars, or automated taxiway driving for an aircraft. A simplified generic 
architecture is sketched in Fig. 1. Visual information stems from two 
cameras (denoted as left and right camera) mounted together on a 
stereoscopic rig.

Right 
Camera

Visual 
Odometer

Other Sensors 
(e.g. IMU, GPS)

Absolute 
Localization

GIS

Scene 
Interpretation

Left 
Camera

Figure 1 – A stereovision-based system
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The Visual Odometer (VO) component exploits sequences of stereo-
scopic images to estimate the trajectory (position and orientation) 
with respect to some relative reference coordinate system.

The Scene Interpretation (SI) component uses frames from the left 
camera to build a description of the scene pertaining to the navigation 
task at hand. For instance, SI has been designed to provide bounding 
boxes (BB) around objects of interest, which are essentially of two 
types:

•	 Landmarks: objects referenced in a local GIS (Geographic infor-
mation system) of the area;

•	 Obstacles. 

SI should also be able to more precisely characterize detected objects 
of each type; for instance, providing an identification of landmarks 
(e.g., a traffic sign and its meaning, a ground sign and its class, 
etc.); and providing a category for each obstacle (e.g., moving/static 
object, person/car/truck, etc.).

The Absolute Localization box combines information from all other 
components to estimate the position/orientation of the mobile in an 
absolute world coordinate frame, such as WGS 84 (World Geodetic 
System 1984). The basic operation here is to match objects extracted 
by SI to landmarks in the GIS, so as to change and/or refine the esti-
mated trajectory. Matching landmarks is aided by characteristics 
provided by SI and by the approximate 3D localization deduced from 
VO information. We will not enter into further details regarding the 
Absolute Localization component.

In this paper, we will focus on the two functions VO and SI. For both 
of these we will identify the gap between the current standards and 
their specifics. Indeed, if such a vision-based system is to be embed-
ded into some operational system, these two components would have 
to be compliant with some certification framework, depending on the 
application field. The choice of these two functions is motivated by the 
fact that they represent two major trends in current vision resources. 
VO belongs to geometric vision, which is aimed at extracting geometric 
information from images, a field that has been theorized for instance 
in [41]. Although very different in their implementation details, many 
such geometric codes are used nowadays in robotic systems. SI is 
representative of the numerous recent codes for image-based scene 
understanding driven by machine learning techniques. Moreover, as 
said before, their combination opens the way to realistic vision-based 
systems.

Problem

The article focuses on the civil aeronautics domain. In this domain, 
an aircraft is allowed to enter in operation if the manufacturer has 
obtained a type certificate from the certification authorities. For that, 
the aircraft manufacturer must demonstrate the compliance of its 
product with the regulatory requirements [25]. An accepted means 
of compliance with the requirements is to rely on mature standards, 
such as the ARP 4754A [79] for the system’s development process, 
or such as the DO 178C [75] for the software development process. 
When using these means to prove that a product is trustworthy, the 
certification activities consist in providing a detailed documenta-
tion, and justifications, that argue how the development process is 
indeed compliant with the standard.

The certification activities must cover all of the levels of the develop-
ment process. In the embedded field, the development process is 
usually divided into four levels:
•	 function: specification of the expected behavior, the usage do-

main, and the constraints of an avionic function; 
•	 algorithm: i.e., the methods, the structure, the algorithmic prin-

ciples, etc., used to fulfil the avionic function; 
•	 source code: i.e., the software modules, which are compiled 

and transformed into executable object code; 
•	 item: i.e., all of the low level components, whether they are 

hardware (e.g., processors, cameras, etc.) or software (e.g., 
middleware, kernel devices, etc.).

For instance, Table 1 illustrates these four levels for the VO and SI 
functions.

Level VO SI 

Function Estimates the relative 
3D-position/orientation and  
provides error covariance 

Predicts position in image 
coordinates and the 
category of objects, and 
associates them with a 
confidence score

Algorithm Feature tracking in a frame 
flow + statistical estimation 

Machine learning based 
predictor – Neural networks

Source code C/C++ development Development frameworks in 
Python, C/C++ 

Item Executable object code + 
middleware + processor + 
camera, etc. 

Executable object code 
+ processor + GPU + 
libraries for neural networks 
+ camera, etc.

Table 1 – VO and SI implementation

Existing certification approaches for avionic functions, as shown 
in Section "Certification practice for civil avionic systems", require 
strong relationships between levels (such as conformity and trace-
ability) and strong properties (such as determinism). However, as 
discussed in Section "Certification practice for civil avionic systems", 
some of these properties are often not shared by vision systems. For 
instance, VO uses optimizer algorithms to compute the best position, 
and optimization partly relies on the random operation of outlier rejec-
tion (RANSAC, Random Sample Consensus, [29]). Similarly, SI is 
typically based on machine learning techniques applied to deep neural 
networks (DNN) [33]. In this case, it becomes difficult to ensure the 
traceability between each line of source code and the functional level.

Another difficulty arises from the notion of failure. In safety terminol-
ogy, random failure refers to item failures only, and systematic failure 
refers to software bugs. However, even in the absence of item and 
software failure, the perception functions may behave abnormally due 
to "bad" external conditions (e.g., bad weather conditions) or "bad" 
internal choices (e.g., bad random operation). The difficulty arises 
from the fact that these "bad" conditions partly depend on the internal 
algorithms, making the safety analysis more difficult.

As a result, most of today’s computer vision systems do not meet the 
current certification standards for civil aeronautical vehicles, although 
the evolution of technology makes it possible to integrate such per-
ception systems into drones or aircraft.
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Objectives and organization of the article

Following this observation, the objectives of the article are:
•	 First, to understand the gap between today’s computer-vision 

systems and the current certification standards; 
•	 Second, to identify the key activities to be fulfilled to make com-

puter-vision systems more certifiable; 
•	 And last, to explore some recent works related to these key 

activities.

The paper is organized as follows:
•	 The current certification practices in the civil aeronautical field 

are presented in Section "Certification practice for civil avionic 
systems". More particularly, we discuss two certification stan-
dards: the ARP-4754A [79] dedicated to safety issues (see 
Section "Safety design process"), and the DO-178BC [75] 
dedicated to software issues (see Section "Algorithm and soft-
ware development process"). They are discussed with respect 
to computer-vision systems and we show that they are rather 
inappropriate for this type of systems. We also discuss in Sec-
tion "Computer vision based system development process: a 
data driven design logic" one of the novelties of computer vision 
("novelties" with respect to conventional certified systems); that 
is, its data driven nature: the behavior of the systems is mainly 
defined or tested via a great number of data (called dataset). 

•	 Section "Developing specific certification objectives for com-
puter-vision algorithms" then discusses a new certification 
approach (proposed by the Overarching Properties working 
group, and proposes 5 certification objectives dedicated to 
computer vision. 

•	 Section "Visual odometry" (resp. 5) discusses the certification 
issues in the specific case of the VO function (resp. SI). 

•	 Finally, Section "Conclusion and challenges" proposes a list 
of key scientific challenges to be explored to make the vision-
based perception systems certifiable. 

Certification practice for civil avionic systems

The two main certification standards that are concerned with civil 
avionic systems are: first, the ARP-4754A [79], which is a guideline 
for development processes under certification, with an emphasis on 
safety issues; and second, the DO-178BC [75], which provides guid-
ance for developing software under certification.

Given that they are central in civil aeronautics, we briefly present 
these two standards in the two following subsections (ARP-4754A 
in Subsection "Safety design process", and DO-178C in Subsection 
"Algorithm and software development process") and we discuss their 
limitations with respect to computer-vision systems.

Safety design process

ARP-4754A design process

A safety critical development process is the imbrication of a usual 
development process (that ensures the functional correctness) with 
a safety assessment process (that ensures the safety requirements 
compliance). Figure 2 provides a schematic overview of the develop-
ment process for a safety critical system compliant with ARP 4754A. 

The high-level functions define the main functionality expected from 
the system and are analyzed with regard to the risks that they may 
encounter through the FHA (Functional Hazard Analysis). For each 
risk, the experts must identify its causes and evaluate the severity of 
the consequences in dangerous situations. For instance, if a failure 
of a function could lead to a crash, it is classified as "catastrophic"; 
the function will not be lost with a probability lower than 10–9 / FH, and 
nothing less than a triple failure will lead to the loss of the function. If 
the failure of the function "only" causes serious or fatal injuries among 
the passengers, or could lead to physical distress of the crew, then 
the function is classified as "hazardous"; the probability of losing it 
will be lower than 10–7 / FH and only a double failure will lead to such 
a loss.

After such a risk analysis, the high-level functions are then refined 
as a preliminary functional architecture (second step of the devel-
opment cycle in Figure 2). Each high-level function is implemented 
as a set of sub-functions providing the expected functionality. This 
architecture is analyzed through the PSSA (Preliminary System Safety 
Assessment) to check whether the requirements from the FHA can 
be fulfilled assuming some properties (such as independence, failure 
modes and propagation rules). This step is an iterative activity: if the 
functional architecture does not fit the requirements, the designers 
must propose a new architecture with additional redundancies.

Once a consolidated architecture has been found (at the end of the 
second step in Figure 2), the next phase is the selection of the hard-
ware item, the allocation of levels of software criticality (called DAL 
for Dependability Assurance Levels) to each software function, and 
the coding of the functions and the platform services (third step). 
Five Dependability Assurance Levels are defined by the certification 
standards (by the DO178B), from DAL A (the highest criticality) to 
DAL E (the lowest criticality), with specific objectives and activities 
required for each level.

Then, during the ascent of the development cycle, several tests are 
applied and the SSA (System Safety Assessment) verifies that the 
hypotheses made in the previous steps are satisfied.

Applying this safety design process generally leads to a high level of 
safety for conventional avionic systems.
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Figure 2 – A compliant ARP-4754A safety design process 
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Application and limitations of the standard for perception systems

Now let us consider the Absolute Localization system. This system is 
a less conventional one in the sense that it involves computer vision. 
If we try to apply the current practices to this system, we obtain the 
following schematic reasoning:
•	 Absolute Localization is used for autonomous taxi driving. The 

FHA analysis (step one in Figure 2) concludes that the most 
risky situation is the failure condition FC = "the function pro-
vides a wrong position without the error being detected". If a 
FC occurs, it could lead to collision with other vehicles or with 
people on the taxiway. The severity of such a situation is classi-
fied as hazardous because it can cause serious injuries. Thus, 
the associated safety objectives are:  
–– no double failure should lead to the occurrence of a FC, and 
–– the probability of occurrence of a FC should be less than 

10–7 / FH.
•	 Let us suppose that the chosen architecture (designed during 

the second step in Figure 2) of the perception system is that 
shown in Figure 1. Absolute Localization relies on VO, SI and on 
the Other Sensors. According to the contribution of each com-
ponent to the whole function, the PSSA leads to new refined 
safety objectives for each component. In case of VO and SI, let 
us suppose that these refined safety objectives are:  
–– the probability of occurrence of an undetected erroneous 
output of VO (resp. SI) must be less than 10–4 / FH, 
–– no common failure can lead to an undetected erroneous be-
havior of VO and SI, and
–– the software functions VO and SI must be developed in ac-
cordance with the DAL B objectives. 

A cause of an undetected erroneous VO behavior could be internal or 
external "failures" leading to an erroneous estimated covariance of the 
provided position. Likewise, a cause of an undetected erroneous SI 
output could be internal or external "failures" leading to a high score 
on false hypotheses.

The issue is then: what are the "failures" that can lead to VO or SI 
undetected erroneous outputs.

Algorithm associated hazards
As mentioned in the introduction, random failures refer to hardware 
failures and systematic failures refer to software bugs. In the domain 
of computer-vision, it is well admitted that vision algorithms may 
enter in failure modes even in the absence of those types of failure. 
For instance, external objects moving together in the same direction 
can fool the VO function. Similarly, an overexposed image can negate 
the SI function. Other internal causes, such as non-deterministic 
divergence of internal random solvers (usually used to speed up the 
convergence of the algorithms), could also lead to undetected errone-
ous outputs.

As a consequence, to apply the aeronautical safety design process 
(Figure 2) to computer-vision it is necessary to revisit the notion of 
"failure". Failures must be extended to algorithm associated hazards, 
that is to say, to any internal or external ambiguous situations where 
the algorithm is not able to behave correctly, even if there is no hard-
ware or software failure.

The first difficulty is then to be able to identify, for a given vision-based 
perception system, all of the possible algorithm associated hazards.

Effect and failure modes of algorithm associated hazards
The second difficulty lies in the need to extend the safety analyses to 
take into account the effects of the algorithm associated hazards; that 
is to say, to determine what kind of hazard each algorithm is sensitive 
to, and what the associated failure modes are. These issues are new 
to the conventional safety aeronautical process.

Algorithm and software development process

With regard to the software level, the aim of the software assur-
ance process is to provide evidence that the software components 
behave as expected by their requirements and do nothing else. In 
the commercial aircraft domain, the software assurance process is 
based on the certification standard titled "Software Considerations 
in Airborne Systems and Equipment Certification", known as DO-
178C [76].

DO-178C

The DO-178C standard does not prescribe a specific development 
process, but identifies four mandatory steps:

•	 Development of High Level Requirements (HLR) from system 
requirements;

•	 Development of Low Level Requirements (LLR) and Software 
Architecture from the HLR requirements;

•	 Development of the source code;
•	 Production of an object code executable.

Certification objectives are then associated with each step. The 
schema depicted in Figure 3 summarizes all of these objectives for 
Dependability Assurance Levels A and B (the two highest ones). The 
five main points addressed by the software aeronautical certification 
standard are the following.

Requirements
The expected behavior of the software must be explicitly and com-
pletely defined by high level software requirements (the HLRs). For 
instance, in the case of a VO function, the HLRs are the functional 
requirement depicted in Table 1 (e.g., "the VO estimates the relative 
position and provides error covariance" and "any erroneous output 
is detected by a high covariance"). HLRs must then be refined into a 
software architecture (i.e., the internal architecture of the VO function, 
shown in Figure 4) and low-level requirements (LLRs). In the case 
of VO, the LLRs describe the pseudo-code of each module of the 
function and the underlying methods (such as RANSAC). Like HLRs, 
LLRs must be complete and explicit. They must also be verifiable by 
an identified means.

Traceability and compliance
A second important certification objective is downward and ascend-
ing traceability. Downward traceability signifies the demonstration 
that a requirement of a given level is broken down into one or more 
requirements or software elements of the next level. Conversely, 
ascending traceability means the demonstration that a low level ele-
ment corresponds to a requirement of the previous level. Together 
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with traceability comes the compliance objective, which is the 
demonstration that the requirements or solution elements of a given 
level are correct with respect to the requirements of the previous level. 
In the aeronautical software certification scheme depicted in Figure 3, 
traceability and compliance concern more precisely:
•	 traceability between HLRs and system requirements and com-
pliance of HLRs with system requirements; 

•	 traceability between LLRs and HLRs, and compliance of LLRs 
with HLRs; 

•	 traceability between source code and LLRs, and source code 
compliance with LLRs. 

In other words, aeronautical certification requires evidence that 
all requirements are properly addressed, and that the source 
code does not contain unnecessary lines (i.e., not justified by the 
requirements).

Coverage
A third strong certification objective is the coverage of all require-
ments and all of the source code during verification activities: each 
expected behavior related to a given requirement must be verified and, 

conversely, each part of the source code must be covered by a veri-
fication activity.

Determinism
Determinism of the software is a fourth key point. The expected 
behaviors must be deterministic in the sense that to each input 
stimulation must correspond a single response. From a mathematical 
point of view, the software must implement a total function.

Bounded execution time
Finally, an embedded system is by definition immersed in a real 
environment. It must respond in real time: faced with an external 
situation, the system must be able to find a suitable answer within 
a limited time; this time bound must be compatible with the time 
constraints of the operating conditions under which the system is 
used.

Application of all of these certification objectives to conventional civil 
avionic software, such as a flight control software, provides the high 
level confidence required for the most critical systems (classified as 
catastrophic or hazardous).
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Figure 3 – Certification objectives required by DO-178C [76]
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Application and limitations of the standard for perception systems

Unfortunately, as shown in [7], the certification objectives for civil 
avionic software outlined above pose several difficulties when trying 
to apply it to computer-vision algorithms. In particular, only require-
ments and bounded execution time objectives can be achieved. The 
three others must be dealt with in a different manner.

Ambiguity (opposite to compliance)
First, ambiguity is inherent to the real world that the system has to 
perceive. For instance, even for human actors it is difficult to interpret 
without ambiguity a real scene in an airport under difficult weather 
conditions. In other terms, it could happen that the questions "What 
do I see?", "Do I see any the object on the landing track?", "Am I 
matching the right features from two consecutive input images?" do 
not have unambiguous answers. Thus, the possibility of ambiguous 
situations make the algorithm difficult to test and validate. Therefore, it 
is difficult (if not impossible) to prove compliance between each level 
of the development process (i.e., between LLR and HLR, and between 
the source code and LLR).

Algorithm associated hazards (opposite to compliance)
Second, as mentioned in Section "Safety design process", vision 
algorithms may return erroneous outputs even in the absence of 
hardware failures or software bugs. This is what we called "algorithm 
associated hazards". When such a hazard occurs, the system (i.e., 
the source code) does not fulfill the intended behavior, leading to a 
loss of compliance between the source code and the requirements 
(the LLR and the HLR).

Indeterminism
Third, several vision algorithms explicitly use random methods. 
This is the case, for instance, for algorithms that use optimization 
techniques to extract features from a frame. The advantage of using 
randomness is to improve the convergence of the algorithms (and 
thereby reduce their computation time). However, it may lead to unre-
peatable executions. Such unpredictability is a strong limitation for 
current certification objectives.

Coverage and traceability
Finally, as mentioned above, certification requires that the software 
implementation be completely covered in order to guarantee that each 
part of the code corresponds to an identified requirement. However, 
for perception systems implemented by neural networks (for instance 
aimed at detecting the landing track and detecting other aircraft in 
the airport) it is difficult to explicitly determine which part of the neu-
ral network is responsible for the track detection and which part is 
responsible for aircraft detection. This leads to a lack of traceability 
between requirements and source code.

To summarize, compliance, determinism and coverage requirements 
are difficult (if not impossible) to meet for computer-vision software. 
Therefore, we believe that the current certification standard for civil 
avionic software cannot apply to vision-based perception systems.

Computer vision based system development process: a data driven 
design logic

Another novelty, and issue, when developing computer vision based 
systems is the way in which they are calibrated and validated. For 

both VO and SI, the algorithms are designed and configured using 
large data sets. Identifying difficult cases is a key ingredient for 
building data-sets that can evaluate safety issues. Most of the avail-
able benchmarks, however, do not address the explicit definition of 
hazards, but rather favor the diversity of sources. There are at least 
two reasons for this situation. First, data acquisition or collecting is 
usually opportunistic, and is not able to fully control their content. 
Second, most such data-sets are aimed at ranking new algorithms in 
terms of some easy-to-compute discriminant performance index. The 
variety of data sources seeks to challenge the algorithms rather than 
to explore some predefined operational domain.

This issue has been investigated in [102] by means of the HAZOP 
method originating from the chemical process control industry, and 
codified since then in the IEC 61882 standard (IEC 61882:2001). As 
FHA, HAZOP applies to some systems operating within its environ-
ment, but is interface-oriented, given that hazards are formulated in 
terms of deviations of the input/output of the system with respect to 
their nominal values.

[102] applies the HAZOP method to computer vision (CV) expert 
knowledge and design CV-HAZOP, a checklist of more than 900 haz-
ards that could affect generic computer vision functions. They provide 
a guideline for evaluating existing data-sets or design new ones with 
respect to their coverage of hazards, and apply it to in-depth estima-
tion by stereovision. The authors have made the CV-HAZOP checklist 
freely available and intend to integrate contributions from the commu-
nity to extend it collaboratively in the future. While such an analysis of 
CV certainly pertains to vision systems, it does not fully describe the 
dynamical and environmental aspects of a vision process that could 
be embedded within an autonomous system. It would be interesting 
to update the CV-HAZOP checklist in this direction. [23] considers an 
autonomous system operating in open unconstrained environments 
in which interactions may occur outside the intended mission sce-
narios. The authors propose Environmental Survey Hazard Analysis 
(ESHA) as a way to exhaustively account for such non-mission inter-
actions.

All conclusions of the previous subsections meet a more general 
observation made by authors of [17], who claim that "the current 
standards may be inappropriate for very complex systems developed 
now and in the future".

Developing specific certification objectives for 
computer-vision algorithms

Given that current standards do not offer a proper way to deal with 
artificial intelligence, new approaches and methodologies have to 
be developed. To face these difficulties and to anticipate the devel-
opment of embedded vision-based systems, recent works regard-
ing certification have been proposed. The reader can refer to [7] for 
a detailed study on certification challenges for adaptive systems. 
The authors explore new solutions to improve trust in the behavior 
of such systems and to facilitate certification. Among these solu-
tions, they recommend that new certification processes be studied 
and, in particular, the OPs (Overarching Properties), which are a 
very promising methodology from which we derive five high level 
objectives.
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Development of new certification approaches

The starting observation is that new techniques and technologies are rap-
idly developed and are "vital for the modernization of avionic systems, so 
finding an [certification] approach that is more amenable to new technol-
ogy trends and capabilities is crucial" [17]. Alternative approaches have 
been explored in [17, 45] by a consortium composed of the European 
(EASA) and American (FAA) certification authorities, an industrial panel, 
and two aerospace research institutes (NASA and ONERA). The new 
certification framework that they propose is based on three "Overarching 
Properties" (OPs for short) that are fundamental characteristics of the 
system being certified and of any sub-element of it.

The three Overarching Properties are:
•	 Intent: the intended behavior (i.e., the requirements of the system) 

must be explicitly defined, and it must be correct and complete 
with respect to the desired behavior (i.e., what the system is sup-
posed to do from an external point of view). The first Overarching 
Property also requires that the usage domain of the system (called 
"foreseeable operating conditions" in [45]) be clearly defined. 

•	 Correctness: the implementation of the system, that is, its ar-
chitecture (composed of a hardware item, algorithms, source 
code, etc.) is shown to be correct with respect to the defined 
intended behavior in the defined usage domain.

•	 and, finally, Innocuity: the system may contain some parts that 
are not required by the intended behavior (for instance, because 
the implementation uses a previously developed item that of-
fers more services than required for the specific usage of the 
system). In that case, the traceability requirement between the 
intended behavior and each part of the implementation is bro-
ken. This is not a problem anymore. However, it must be shown 
that these extra parts (e.g., extra lines of code, extra services, 
etc.) have no unacceptable safety impact on the system. 

The framework defined by these three high-level Overarching Prop-
erties no longer requires determinism, traceability and coverage, 
three of the four major difficulties related to the DO-178C standard 
identified in the previous subsection. It focuses on more fundamental 
objectives. Therefore, we believe that the Overarching Properties are 
the appropriate certification framework for computer-vision.

Five high-level objectives

From now on, we consider the framework defined by the Overarch-
ing Properties. Therefore, new questions arise: Is it possible to refine 
the three Overarching Properties into certification objectives that are 
specialized for computer-vision? And, if so, what are these special-
ized objectives? Let us enumerate the remaining high-level tough 
certification objectives (remember that determinism, traceability and 
coverage are no longer explicitly required):

•	 First, an applicant wishing to certify a computer-vision device 
shall define the usage domain and the intended behavior under 
this usage domain (first Overarching Property). 

•	 Second, the applicant shall identify all algorithm associated 
hazards and their effect on the system (see discussion at the 
end of Subsection "Application and limitations of the standard 
for perception systems"). 

•	 Third, the applicant shall show the correctness of the imple-
mentation (second Overarching Property). 

•	 Last, the applicant shall show that no unnecessary part has an un-
acceptable safety effect on the system (third Overarching Property). 

The two first points are related to a modeling problem: What kind of mod-
els are required and how can we be sure that the models are complete? 
The two last points require argumentation: How can correctness and inno-
cuity be shown, and what kind of evidence is required for that purpose?

We propose to segment the potential activities that could contribute to 
the certification of vision-based perception systems into five families:

1.	 Complete description of the intended behavior and of the us-
age domain. To explicitly enumerate all of the possible situa-
tions and to define what the system should "see" is a challeng-
ing task for most perception systems, even in the restricted 
area of an airport. For systems based on learning techniques, 
both the intended behavior and the usage domain are defined by 
data-sets (the test base). The challenge in this case is to show 
that this data-set correctly samples the real world and that the 
sampling is tight enough not to miss significant situations.

2.	 Safety hazard identification. The second activity to be carried out 
is twofold: to list the possible hazards, the difficulty here arises 
from the fact that some of the hazards are related to the internal 
weaknesses of the algorithms; and to define good benchmarks, 
that is, benchmarks that contain all of the identified hazards.

3.	 Run-time safety. As stated at the end of Subsection "Applica-
tion and limitations of the standard for perception systems", 
computer-vision algorithms can be fooled in some situations 
(the situations that we called hazards). The question in this 
case is "How can the algorithm be prevented from generating 
hazardous or unexpected behaviors?", which can be answered 
by developing specific functions used to detect bad operation 
and mitigation means. The third activity to be carried out is then 
to be able to define and develop appropriate detection functions 
and mitigation means that address all of the possible hazards.

4.	 Requirement satisfaction assessment. The goal of the fourth ac-
tivity is to answer the question "How can we ensure that the instan-
tiated algorithm actually implements the target function and does 
nothing else unacceptable from a safety point of view?", and de-
velop means of validating & verifying that requirements are satisfied. 
Some sub-requirements can also be considered, such as: stability 
(i.e., Is the algorithm stable to small changes in the environment, for 
instance, is there any adversarial image that the system is sensitive 
to?); convergence (i.e., If the algorithm contains an internal loop, 
how can we ensure that this loop converges in bounded time?).

5.	 Certification assessment methods. The question to be an-
swered is "How can we demonstrate to users and authorities 
that the algorithm is doing the right thing?" and propose meth-
ods/tools able to either show that the algorithm actually per-
forms well on the current data, or that the process has been 
correctly designed. In other terms, the keyword here is "explain-
ability": how to make the computer-vision algorithm explainable 
in order to convince both the user and the certification activity.

Note that this fifth activity does not stem from the current certification 
standards nor from the Overarching Properties. Explainability is not a 
usual objective in certification. However, we believe that when faced with 
complex systems in complex situations, it could be safer to reassure 
the user by giving him, if required, some explanation about the behavior 
of the system. Misinterpretation can cause inappropriate actions by the 
user. Therefore, making the perception more explainable makes it safer.

In the following, we discuss these five activities and the related state-
of-the-art in the case of VO (Section "Visual odometry") and SI (Sec-
tion "Vision-based scene interpretation").
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Visual odometry

Overview

Visual odometry denotes the estimation of the ego-motion of a vision 
system from the sequence of images that it provides. VO belongs to 
the field of artificial vision because it is essentially the implementation 
on an on-board computer of a sense common to many animals. It has 
been the subject of numerous research studies since the 80s. Nowa-
days, the subject is considered as mature, since complete formaliza-
tions were proposed in the mid-2000s and a number of hardware/
software realizations have been released since then. Among these 
realizations, we focus on eVO for "efficient Visual Odometer" [81], 
a stereovision-based odometer proposed at ONERA in 2013, [81]. 
eVO is indeed paradigmatic of several works on visual odometry and, 
moreover, it has been used in many robotic experiments conducted at 
ONERA, demonstrating its practical interest for autonomous systems.

Note that monocular odometers could have been considered (which 
make use of one camera only); however, stereovision systems offer a 
conceptually simple way to get 3D information from the world, which 
greatly facilitates the navigation task and also the qualification of the 
result. In other words, stereovision leads to a simpler topic for the 
present study about safety and certification.

Architecture

The general principle of VO is to locate a camera with respect to a 
known 3D map of the environment. eVO uses a stereorig: a set of two 
cameras rigidly assembled and separated by a known distance called 
the baseline. Stereorigs can be mounted on small autonomous plat-
forms, for instance UAV, as shown in Fig. 5. They allow the system to 
construct at each instant a map of the visible environment.

A simplified version of eVO’s architecture is presented in Fig. 4. In 
the initial step, a map is constructed by stereovision: some image 
features are extracted in the left frame, matched in the right one and 
associated with a 3D position by triangulation (green boxes in Fig. 4). 
The association of a 3D position and an image feature is called a 
landmark. The map is a cloud of landmarks.

When the system moves on, features are tracked in the left frame. 
Their apparent motions in the image are solely due to the ego-motion 
of the system, since they are supposed to be associated to fixed land-
marks. In the process, some of the landmarks may leave the camera 
field of view. However, if a sufficient number of the landmarks are still 
visible, the pose (position and orientation) of the current left camera 
can be computed by comparing the 3D positions of landmarks and 
their current localization in the image plane. VO must also provide an 
estimation of the covariance of the error on the outputted pose. Such 
a characterization of the estimation is required to update the state of 
the system and fuse visual information with that from other navigation 
sensors (GPS, IMU, wheel odometers). All of these operations, which 
are represented by blue boxes in Fig. 4, run nowadays at a framerate 
(i.e., 20Hz) even on small PCs embedded on UAVs such as the one 
shown in Fig. 5.

To summarize, eVO is the combination of two processes: pose com-
putation running at 20 Hz and map building invoked at each keyframe, 
typically every 1 second. The following section details the operations 
involved from the perspective of certification.

Hazards associated with eVO

As mentioned in Section "Safety design process", hazard identifica-
tion is a strong issue for safety analysis and then for certification. 
Hazards can come from algorithm weaknesses. We called such haz-
ards "algorithm associated hazards". In the case of VO (Figure  4), 
three groups of modules are the source of such hazards: (1) track 
features, extract features, and stereo matching; (2) triangulation; and 
(3) compute pose and covariance.

Hazards associated with feature extraction, tracking and stereo-
matching

These operations act on image pixels and, as such, they are both 
costly and critically dependent on image quality. "Good features" are 
a group of pixels that can be extracted unambiguously and tracked or 
matched with high accuracy [86]; for instance, corners appearing in 
a man-made environment [40]. While several recent proposals have 
been made to improve this step by using more robust features [6, 
74, 77], or by using strategies to improve their dispersion within the 
image field of view, failure cases are still encountered, with several 
causes: 

•	 Scene. Feature processing requires that the image contain lo-
calized and highly contrasted unambiguous details. Homoge-
neous or pseudo-periodic scenes can be found, for example, 
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Figure 4 – Architecture of eVO. Blue boxes pertain to the estimation of the 
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Figure 5 – An UAV equipped with a stereorig
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robust loss functions to mitigate the influence of outliers [104]. 
Robust estimators (also called M-estimators) lead to iterative opti-
mization, but usually the extra computational load is limited because 
most vision problems are non-linear and already require an iterative 
linearization process. However, M estimation cannot cope with a high 
proportion of outliers, which is a situation that is common in practice. 
In such a case, a popular approach is RANSAC (Random Sample Con-
sensus) [29]. RANSAC iterates on pseudo random samples of data 
points to form putative estimates, which are then tested on the whole 
dataset. Given that it is very efficient for outlier removal, RANSAC is 
widely used in embedded vision despite its non-deterministic nature.

However, pose estimation can also lead to inconsistency, a situation 
where the effective error is higher than the predicted error according 
to the estimated covariance. There are mainly two sources of incon-
sistency. The simple one is the case of a confusing scene leading to 
a high confidence in a wrongly estimated motion, like when someone 
sees the train on the track next to his own start and feels like he is 
moving in the opposite direction. Such situations are mostly momen-
tary, but can destabilize the system. More tricky are the structural 
inconsistencies related to the non-linearity of pose or motion estima-
tion from images. In such situations, the error can increase continu-
ously while the estimated covariance remains low.

Diff﻿iculties regarding certification

Requirement satisfaction

If VO is part of a safety-critical function, demonstrating that the require-
ments associated with VO are met is a central issue for certification.

Formal approaches
VO is a particular instance of statistical estimation, where a quantity of 
interest, the state of the system, is involved in a criterion depending on 
some data (e.g., image features) and whose functional form derives 
from a statistical modeling of the various components (sensor noise, 
prior distribution on variables) and their relationships. Optimization of 
this criterion leads to the optimal estimate of the state given the data, 
with the (implicit) relationship between data and estimated state being 
referred to as the estimator. Modeling efforts allow the properties of the 
estimator to be theoretically characterized. Some properties concern the 
discrepancy between the estimated state and the true one, such as bias 
(e.g., systematic error) and variance (statistical dispersion). Bias and 
variance are usually associated with the performance of the estimation. 
They are, themselves, characterized by another level of properties, called 
structural properties. Efficiency refers to the optimality of bias and vari-
ance for the problem at hand; i.e., that no other estimator can achieve 
lower values. Consistency expresses the fact that they correctly charac-
terize the performance; that is to say, that the true state indeed lies within 
the interval of values defined by bias and variance. It clearly pertains to 
the safety of vision-based navigation: with a consistent estimator it is, 
for instance, possible to guarantee that the plane remains within some 
known bounds around the requested trajectory. Unfortunately, consis-
tency is very difficult to assess for vision-based odometry or SLAM 
estimators. This is due to the non-linearity of the relationship between 
image data and state parameters. Also, as already mentioned, vision is 
prone to outliers, which are not accounted for in the problem modeling 
and lead to inconsistency. Hence, consistency is not a definitive answer 
to VO/SLAM safety issues, yet the vast literature on the subject includes 
relevant works; for instance, regarding consistency check techniques, 
which can be used as a run-time safety process [36].

in indoor environments. In addition, contrasts should be stable 
when the observer’s point of view changes, which is not the 
case for reflective or semi-transparent scenes such as mirrors, 
glass or water surfaces. 

•	 Illumination. Low illumination decreases contrast, focused light 
sources lead to unstable contrasts between illuminated areas 
and shadows, etc. 

•	 Propagation conditions. Smoke, haze, rain or snow degrade 
useful and stable contrasts in the recorded images. 

•	 Camera settings. Aperture, shutter, and gain are camera pa-
rameters that tune the range, contrast, noise and defocus, and 
motion blur affecting the image. When the system moves, going 
for instance from a bright to a dark area, they should be adapted 
in real time. 

•	 Observer dynamics. When camera movements are too fast, the 
image quality becomes degraded due to motion blur. Reducing 
the shutter time is an option, but it also leads to an increase in the 
image noise. Moreover, fast and large rotations drastically modify 
the field of view and a large number of landmarks can be lost. 

Some of these conditions can be detected by testing the input image 
(low contrast, high noise, etc.), but usually it is done on the output. 
Indeed, computing a quality score usually involves some costly filter-
ing of the whole image field and most often a degraded quality will 
lead to an abnormally low number of extracted or tracked/matched 
features. Most efficient VO codes monitor at all times the number, and 
sometimes the spatial distribution, of extracted or tracked features. 
Observer dynamics can also be predicted thanks to accelerometers 
and gyroscopes included in modern inertial measurement units (IMU). 
We will return later to fusing image information with IMU or "visio-
inertial" navigation, which has undergone a major evolution recently.

Hazards associated with triangulation

Triangulation theoretically amounts to locating the intersection of two 
3D rays in 3D space. In practice, matching and calibration inaccura-
cies imply that the two rays do not cross. Only an approximate point 
can be found by means of a non-linear least-squares fit. Such inac-
curacies can be considered as a source of "hazards" for navigation 
functions, for instance in the case of high-speed vehicles moving in 
scenes with highly varying depths with respect to the observer. To 
face this problem, solutions are explored in [54].

Hazards associated with pose and covariance computation

Pose computation is also a non-linear least-squares process calling for 
an iterative optimization. Initialization usually stems from an approxi-
mate linearized system, and it is important to ensure that it is not too 
far from the true pose [41]. The estimated pose must be accompanied 
by an estimation of the error, generally in the form of a covariance 
matrix. Two situations may lead to a detectable failure of the process.

First, the 3D map can be in a particular configuration leading to a 
degeneracy of pose computation, i.e., the uniqueness and stability 
of the solution is no longer guaranteed. An example is the case of a 
planar surface. However, in many cases, there are tests to select the 
right solution, or stable solutions can be obtained from alternative 
estimation strategies, especially in the planar case.

Second, a least-squares estimation is highly sensitive to outlier data, 
which are unavoidable in video processing. A first answer is to use 
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Benchmarks
The subject of datasets and benchmarks has already been discussed 
in Sec. "Computer vision based system development process: a data 
driven design logic". It may be interesting though, to emphasize that 
benchmarking a VO algorithm is a difficult task. Acquiring real data on 
several trajectories with ground truth is a heavy and complicated bur-
den, which, in practice, cannot be done for all operating conditions. It 
is even more difficult when accounting for the fact that this process is 
supposed to be embedded in a robotic platform, with available IMU and 
low computing power. However, the design of benchmarks is still con-
sidered as useful, at least for assessing algorithm performances: as an 
example, [21] recently proposed a benchmark relating to visual-inertial 
navigation for UAV, made publicy available as a "Euroc" dataset [11].

Like several other vision tasks, VO is the subject of open access 
benchmarks, the most popular being the Kitti dataset oriented towards 
autonomous driving1. The release of Kitti was originally motivated by 
extending the operational field of CV methods to real-life sequences 
of autonomous driving [30]. However, although this dataset has cer-
tainly contributed to improving the performance of recent CV algo-
rithms, in particular in the field of urban visual navigation (and more 
precisely to navigation within a Western midsize town), it cannot be 
considered as a way to assess that an algorithm will behave correctly 
in other scenarios and environments, or even within the environment 
of the recordings. For instance, this dataset does not proceed from a 
systematic exploration of hazards.

Run-time safety

Detecting at run-time hazards and errors that can have a safety impact 
on the behavior of the system is required for certification.

Run-time safety check tests can be done at three levels: input (e.g., 
checking image quality), internal variables (e.g., number of tracked 
point features [81], [73]), and output (cross-validation with another 
sensor such as IMU, magnetometers array [14], etc.). It also includes 
tests about the status of internal operations, such as the monitor-
ing of optimization processes and consistency checking [36]. Like 
for the problem mentioned in Sec. "Computer vision based system 
development process: a data driven design logic", of ensuring a com-
plete coverage of hazards by a given database, an issue here is to 
guarantee a complete coverage of failures encountered at run-time. 
In this same way, [64, 47] formalize safety tests for hazard detection 
related to vision in a domain-specific language ViSaL (Vision Safety 
Language). ViSal allows the automatic generation of efficient code 
and opens the way to guaranteed safety check tests.

Vision-based scene interpretation

Overview

Scene interpretation is an expression that stands for a collection of 
functions, such as object detection and classification, semantic seg-
mentation or object tracking, that take an image frame, or a video, as 
input data and produce a symbolic representation of its visual content, 
usually associating geometry (the where part) and semantics (the 
what part), and often qualified by a score (see Fig. 6). These func-
tions have been addressed since the beginning of artificial intelligence 

1	 http://www.cvlibs.net/datasets/kitti/eval_odometry.php

and computer vision, with various paradigms. The modern approach, 
which is likely to last since it has demonstrated its capacity to equal 
or even surpass human performance in some contexts, involves 
a machine learning step able to specialize a complex parametric 
function to a dataset expected to be representative of the operating 
domain.

Description (white box)

Most of the current SI functions make use of Convolutional Deep Net-
works; i.e., neural networks chaining a rather large number of layers 
with local two-dimensional filters. A typical example of such networks 
is depicted in Fig. 7.

The current trend of algorithm design is to integrate all of the neces-
sary computations to complete the function in a common unifying 
deep network framework, making the learning step globally influence 
the whole chain, in a so-called end-to-end fashion. The resulting 
global function is therefore heavily dependent on the learning dataset 
that empirically specifies the function.

Difficulties regarding certification

The certification of software implementing a deep network should 
not modify current practices. Their architectures are homogeneous, 
exploit a small functional vocabulary (convolutional or fully con-
nected layers, non-linear activation functions, pooling), make use of 
software development frameworks (Tensorflow, PyTorch, etc.) and 
specific libraries able to implement the network on a Graphical Pro-
cessing Unit (GPU).

Figure 6 – Typical output of an SI algorithm, detecting objects of interest and 
their outlines. Obtained using Mask-RCNN [42]
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Figure 7 – A modern deep netw ork architecture for object detection [42]
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However, the question of certifying data-driven AI algorithms – not 
software – is another matter. It appeared rather recently to be a very 
hot topic, since this kind of technology is expected to invade our life 
at rather short notice2.

One can summarize the problems brought by data-driven algorithm 
design in the following way:

•	 Specification by examples: the high dimensions of input and 
output spaces involved in perception functions make their for-
mal and complete specification almost impossible. The usual 
way to describe the target function is to provide a distribution 
of good operating samples; i.e., a dataset of N  input/output 
samples { } 1, N

i i iX Y
=

. This distribution is expected to describe 
both the input operating domain (what the possible input iX  
are) and the desired output predictions (the system should pro-
duce iY  when fed with iX ). This way of specifying the per-
ception function thus assigns a central role to the quality and 
representativeness of the dataset.

•	 Probabilistic requirements: the approach of specification by 
examples has a direct consequence on the way functional re-
quirements are described: they depend on some uncertainty 
representation that expresses the lack of knowledge about the 
exact operating domain at the time of the algorithm design. 
Classical ways to define requirements are performance metric 
objectives, such as precision/recall for detection or retrieval, 
classification accuracy for recognition, mean square error for 
localization, etc. Many usual metrics are presented as trade-
offs between several measures. This requirement description 
approach leads to several issues: 1) How do they relate to the 
full system hazard analysis?, 2) How are the acceptable trade-
offs defined?

•	 Validation by testing: one consequence of specification by ex-
amples is that validation also becomes data-driven. The ques-
tion is to design fair evaluation protocols and metrics able to 
predict and estimate whether the requirements are satisfied. 
When dealing with machine learning, a key aspect is to find 
ways to compute unbiased estimates of the metrics and their 
variance, for instance by using cross validation.

•	 Robustness: deep networks are complex functional structures 
that are prone to instability or hyper sensibility that can be dis-
covered, for instance, by adversarial optimization techniques. 
The question related to certification is to either assess a suf-
ficient level of robustness, i.e., invariance to perturbation, or to 
detect potential instabilities or "attacks".

•	 Operational domain assessment: Defining an operational do-
main through a dataset is inherently problematic and can be 
broken down into two issues: 1) How do we state whether a 
given input data will be correctly processed? 2) How do we 
describe the set of correctly processed input data – the opera-
tional domain itself?

•	 Usability of formal verification: This has been a central approach 
in the aerospace domain, and is suitable when the problem can 
be expressed as a series of formal properties that have to be 
jointly satisfied, making possible the application of generic solv-
ers for verification. Several studies have proposed the adapta-
tion of this paradigm to neural network architectures, usually for 

2	 "A series of strategic themes [...] has to do with ethics, and the validation and 
certification of AI technologies, the aim being confidence by all stakeholders 
in their results: from validation in terms of theoretical proof to explicability, 
transparency, causality and fairness." p. 65 of Villani’s Report (https://www.
aiforhumanity.fr/pdfs/MissionVillani_Report_ENG-VF.pdf)

low-dimensional problems, but the question of their generic us-
ability for perception in very large dimensional spaces remains.

•	 Intelligibility of the predictive process: DNNs follow a series 
of complex nonlinear transformations of an input space, with 
a role for each step that is hard to assign clearly. The overall 
process is considered opaque. This makes the justification of 
both bad and good behaviors difficult, which is an obstacle to 
convincing of hazard-free functioning.

•	 Evolutivity and operational domain extension: the use of ma-
chine learning techniques implies that the algorithm operational 
domain is restricted to what the dataset samples. Making the 
system evolve to a different context with new requirements will 
require a new learning phase, often with no non-regression 
guarantee.

State of the art

Several solutions to the above problems have been proposed, but 
mostly remain in the academic domain. We will follow the catego-
rization described in "Developing specific certification objectives for 
computer-vision algorithms", with an emphasis on the last three to 
briefly give an idea of the current state of the art.

Run-time safety

Anomaly or novelty detection
A safe system should be able to warn its user when there is a risk of 
catastrophic consequences when exploiting its prediction; i.e., when 
it may be false, suggesting that it be rejected. In a prediction system, 
there are mainly two causes of rejection: uncertainty – the input data 
can be associated to more than one prediction – or novelty – the input 
data has not been considered during the design phase or is abnormal 
with respect to the underlying models exploited for the prediction.

An uncertainty measure is a way to score prediction quality, and can 
be used either in combination with other scored predictions in a fusion 
step to improve the overall result, dynamically when using sequential 
filters for instance, or statically when exploiting redundancy. Another 
common usage of an uncertainty score is to consider it as a rejection 
indicator of abnormal behavior. We focus in this section on this last 
case.

Novelty, anomaly or outlier detection are synonyms of the same formal 
problem: deciding whether a given item of data belongs to an underly-
ing distribution, usually described as samples, or as a set of charac-
teristic prototypes. It does not address the question of designing a 
system that is robust to anomaly or outliers, but is aimed at equipping 
a predictor with an explicit rejection capacity or out-of-distribution 
detector. In machine learning, this problem is also known as the "one-
class classification". The expression "anomaly detection" sometimes 
refers to a way of building "saliency" detectors [10] –  an anomaly 
being a pattern considered different from most of the others – but is 
not used for rejection purposes.

Novelty detection is not a new problem, and is used in many applica-
tions, for instance in data stream analysis to detect intrusions (see 
[16, 61, 105, 72, 3] for various surveys). However, when data is 
highly dimensional, like images, applying generic methods is not 
powerful enough and depends on a projection over a much lower 
dimension feature space; e.g., Principal Component Analysis (PCA), 
auto-encoders or non-linear kernels, to make statistically relevant 
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inferences. [105] discusses the issue of high dimension and its rela-
tion to the dimensionality curse phenomenon.

Deep learning has been introduced in classical frameworks to better 
encode the data manifold, either for generic tasks (classification) or 
to specifically improve anomaly detection.

[15] describes a robust auto encoder that learns a nonlinear subspace 
that captures the majority of data points, while allowing some data 
to have arbitrary corruption, and evaluates their approach on three 
image datasets. [103] investigate two decision criteria (energy score 
and reconstruction error) for performing anomaly detection from an 
energy-based distribution representation computed on a deep network 
architecture. [26] presents a hybrid model where an unsupervised deep 
belief network (DBN) is trained to extract generic underlying features, 
and a one-class SVM is trained from the features learned by the DBN. 
[78] extends a one-class support vector approach to deep networks, 
using the same concept of a minimum volume hypersphere boundary.

Another series of works exploits or modifies the output scores before 
decision, and uses them to detect out-of-distribution data coming 
from datasets that contain classes different from those found in the 
in-distribution.

[43] shows the performance of a baseline approach on several data-
sets, relying on the idea that correctly classified examples tend to 
have greater maximum softmax probabilities than erroneously clas-
sified and out-of-distribution examples, allowing their detection. [53] 
describes a method improving the detectability of out-of-distribution 
from the output scores by adding a small perturbation to the input 
and output temperature scaling. [22] proposes a method that learns 
a confidence score jointly with the actual prediction by retraining the 
last layer of a classification network, and uses it on the task of out-of-
distribution detection. [60] also learns a confidence coefficient from 
the inner layers of a classification network and prediction, but with 
another loss measuring pairwise distance between different classes. 
[50] exploits a hierarchical class structure to detect data coming from 
new classes using confidence-calibrated classifiers, data relabeling, 
and a leave-one-out strategy for modeling novel classes under the 
hierarchical taxonomy.

As a binary decision problem, the evaluation of novelty detection algo-
rithms depends on measures of false positive/false negative tradeoffs 
(AUC under ROC curve, Precision at given Recall). Most evaluation 
frameworks exploit data acquired from "real" situations, e.g., by label-
ling several classes as outliers, or importing other datasets of similar 
origin and labelling them as novel (Cifar-10 vs. Imagenet). Algorithms 
are believed to be fairly compared under such settings. [12, 92] dis-
cusses the suitability of available benchmarks (datasets and metrics) 
and compares several algorithms using such metrics. Their evalua-
tion, however, is limited to low-dimensional data, and whether their 
conclusion scales to higher-dimensional perceptual data is open.

However, using such evaluation approaches it is difficult to tell 
whether the state of the art of novelty detection algorithms is usable 
to assess on-line safety of data-driven perceptual algorithms.

Detecting adversarial examples
The discovery of adversarial examples has motivated the develop-
ment of defense techniques able to counter or at least detect possible 
attacks. However, "few strong countermeasures exist for the many 

attacks that have been demonstrated" [34]. This can be a clear issue 
for APES safety, the fear being that attackers may purposely design 
malicious examples to fool the system.

There are have been mainly three different ways to address defense 
against adversarial attacks: 
•	 Modified training or input data: Changes in training data for 

learning or inputs during testing. [20] detects adversarial exam-
ples by testing the validity of Neural Fingerprints, a set of fixed 
perturbations that are expected to have a controlled behavior 
when added to real data and not when added to an adversarial 
example. [96] studies a technique that augments training data 
with perturbations transferred from other models.

•	 Modified networks or learning: Modifying networks, e.g., by 
adding more layers/sub-networks, changing loss/activation 
functions, etc. For instance, [18] control the Lipschitz constant 
of each layer through regularization. [70, 69] exploit the no-
tion of distillation, i.e., the extraction of class probability vec-
tors produced by a first model to train a second one of reduced 
dimensionality without loss of accuracy, to generate more regu-
larized deep networks. [88] augments model parameter updates 
with worst-case perturbations of training data in a Wasserstein 
ball. [59] studies the adversarial robustness of neural networks 
through a robust optimization perspective.

•	 Augmented networks: Using external models as network add-
ons when classifying unseen examples. [101] uses feature 
squeezed (pixel encoding depth reduction and spatial smooth-
ing) data to compare predictions from the original and the 
squeezed images. If a large difference is found, the image is 
considered to be an adversarial example.

The objective of these is to enable the system to be robust to adver-
sarial attacks, or simply raise an alert to initiate further mitigation 
means.

A rather large number of recent studies on adversarial example detec-
tors exploit the same intuition that they are far from being a manifold 
of clean data and can be identified by an out-of-distribution method in 
a given subspace spanned by inner activation layers of a deep neural 
network. [49] exploits a convex outer approximation of the set of acti-
vations reachable through a norm-bounded perturbation for learning 
and testing. [62] detects adversarial examples by projecting the data 
to the learned manifold of clean images. [28] uses kernel density 
estimates and Bayesian uncertainty through a drop-out to detect out-
of-distribution adversarial data. [55] learns a Radial Basis Function 
SVM to detect out-of-distribution data from the last stages of a deep 
network, where adversarial examples are expected to have the most 
different behavior. [52] defines a cascade classifier from convolu-
tional filter outputs of various layers in a deep network to detect adver-
sarial data. [58] uses local intrinsic dimension estimation of adver-
sarial regions and applies it to the detection of adversarial examples. 
[51] proposes a method for detecting any abnormal samples based 
on computing the Mahalanobis distance between class conditional 
Gaussian distributions with respect to (low- and upper-level) features 
of the deep models obtained through Gaussian discriminant analysis.

The high interest of the research community has fostered several chal-
lenges in designing defense methods against adversarial attacks: for 
instance, NIPS 2017: Defense Against Adversarial Challenge Attack3 

3	 https://www.kaggle.com/c/nips-2017-defense-against-adversarial-attack
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and NIPS 2018 Adversarial Vision Challenge4. Benchmarks in these 
competitions are usually of medium size (number of samples and 
data dimension): cifar-10, MNIST, Tiny ImageNet, Traffic sign5. Those 
challenges often come with adversarial example generation toolboxes 
such as the adversarial robustness toolbox6 [68] or CleverHans 
library7 as baselines. A thorough benchmarking action is proposed 
in [91] with the objective of examining the existence of empirical 
trade-offs between robustness and accuracy using multiple robust-
ness metrics, including distortion, success rate and transferability of 
adversarial examples8. Their conclusion is that low error networks are 
highly vulnerable to adversarial attacks and that network architecture 
has a larger impact on robustness than model size.

As regularly mentioned in papers, several attacks fool most of the 
currently proposed defenses, but are also increasingly detected. As 
is asked in [34], "Can we expect an arms race with attackers and 
defenders repeatedly seizing the upper hand in turn?", as is for 
instance instantiated in the NIPS 2018 Adversarial Vision Challenge.

Instead of playing such an endless game, a critical question regarding 
safety of APES would be to know whether defenses can be universal, 
and in what sense. If universality is not attainable, a secondary prob-
lem would be to state what kind of attack, i.e., hazard, can be reliably 
defeated. Adversarial machine learning is in its infancy – many phe-
nomena encountered in deep learning are not well understood – and 
is still not able to clearly define its operating domain.

Requirement satisfaction, coverage and robustness

The studies can be divided into three groups: evaluation benchmark 
design, adversarial example attack design, and formal verification.

Evaluation benchmark design
Many datasets are now available thanks to the availability of modern 
sensors and storing capacities. The CVonline site9 maintains a rather 
up-to-date list of current sets, showing the variety of data and annota-
tions that have been gathered.

Several specific domains have gathered a large amount of data, espe-
cially to be used as learning databases. This is the case, for instance, 
for data targeting autonomous vehicles (Berkeley Deep Drive10, 
Cityscape11, Kitti12, etc.), or remote sensing13.

One possibility to overcome the lack of data instantiating hazards is to 
simulate data14. Computer graphics simulation has been used for a long 
time in robotics, for instance, using modern game engines [85, 67]: 
data realism is achievable with such generators (see for instance [8] 
for scene synthesis for research on ADAS), but essentially depends 
on the models fed to the simulator. They are in practice very costly to 

4	 https://www.crowdai.org/challenges/adversarial-vision-challenge
5	 http://benchmark.ini.rub.de/index.php?section=gtsrb&subsection=dataset
6	 https://github.com/IBM/adversarial-robustness-toolbox
7	 https://github.com/tensorflow/cleverhans
8	 https://github.com/huanzhang12/Adversarial_Survey
9	 http://homepages.inf.ed.ac.uk/rbf/CVonline/Imagedbase.htm
10	 http://bdd-data.berkeley.edu/
11	 https://www.cityscapes-dataset.com/
12	 http://www.cvlibs.net/datasets/kitti/
13	 https://github.com/chrieke/awesome-satellite-imagery-competitions
14	 A list of resources exploiting simulated data for computer vision is given at 

https://github.com/unrealcv/synthetic-computer-vision.

create, and what is often exploited by those simulations is more the 
controlled diversity of situations than the realism of sense data.

More recently, style transfer techniques have been applied to enhance 
data quality from low resolution models, and have been shown to 
improve performance [87, 99, 5]. The goal of these approaches, 
however, is more to increase the number of learning samples with 
easily obtained annotations than to design a good test set.

All benchmarks come with associated evaluation metrics aimed at 
measuring the discrepancy between the algorithm output and the 
required ground truth. The current trend is to compute a series of 
measures, possibly correlated, each one being used to address either 
a certain type of phenomenon or specific input data, and select a 
master one for ranking. The proposed metrics are multidimensional: 
algorithms may fail in various ways and for various types of input data, 
which motivates the proposition of several corresponding measures.

Adversarial attacks
A complementary approach is to start from a given instantiated func-
tion and discover its possible failure cases through specific stress 
tests or attacks.

A particular and notorious approach to build hard examples for deep 
networks, the current state of the art approach for perceptual func-
tions, is the creation of adversarial examples: they reveal the fact that 
specifically designed small perturbations may have a dramatic impact 
on algorithm behavior; i.e., that current deep networks are unstable in 
several input dimensions.

Since the seminal articles of Szegedy et al. [93] and Goodfellow 
et al. [35] that have identified the phenomenon, adversarial examples, 
both from the attacking and defending sides, have generated a rather 
huge literature in a very short time. [2] is a recent survey in the 
computer vision domain, and contains more than 180 references. It 
distinguishes between white box [13] and black box [71] strategies, 
between universal [66] and image specific [65] attacks, and whether 
the fooled output is controlled; i.e., whether its output predicted class 
is a parameter or not.

Whether adversarial examples are a real threat for real-world or 
embedded applications is still a debated question. [27] describes real 
world attacks and shows that simple stickers on road signs may fool 
the classifier for various viewing conditions.

However, some advocate that the theoretical existence of such a phe-
nomenon is not critical for embedded applications like autonomous 
driving [56], especially for object detection [57] where the technique 
proposed in [27] is hard to reproduce.

Given the maturity of this research domain, it is hard to say whether 
adversarial examples are a real concern for safety issues, or whether 
their occurrence in real situations is negligible compared to other haz-
ards [31]. However, the already large body of techniques developed 
can be used to tailor benchmarks of various difficulty levels or simply 
to improve the robustness of algorithms.

Formal verification

Deep networks are rather complex objects: their behavior is not fully 
understood, and there are no definite results stating the impact of 
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optimization, architecture, and data sets on performance stability and 
accuracy. However, several approaches have attempted to adapt sev-
eral formal results, or practice validation & verification techniques.

A first series of methods makes use of verification algorithms to 
evaluate the stability of a network; i.e., their output invariance to per-
turbations at a given operating point. [46] presents work on verifying 
the absence of adversarial inputs in generic feed-forward multi-layer 
neural networks using Satisfiability Modulo Theory (SMT), while 
[48] develops Reluplex, a simplex formulation of local invariance for 
networks combining linear and ReLU type non-linearities. [95] for-
mulates verification of piecewise-linear neural networks as a mixed 
integer program. Those verification processes are exponential in the 
number of features, and their scaling for large images is an issue. 
[39] presents a general recent account of a formal method developed 
to assess safety of deep networks.

A second series of studies examines a global network from a func-
tional point of view, and measures stability through an evaluation of 
their Lipschitz constant [82, 100].

Finally, [19] takes a statistical learning perspective and extends the 
Probably Approximately Correct (PAC)-learning framework to account 
for the presence of adversaries.[97, 98] formally define machine 
learning safety in terms of risk, epistemic uncertainty, and the harm 
incurred by unwanted outcomes.

Those methods are related to the emerging topic of Verified AI, which 
proposes to extend the current validation & verification practices to AI 
[63]. Seshia et al. [84] identified five main challenges from a formal 
method perspective (environment modeling, formal specification, 
system modeling, computational engines, and correct-by-construc-
tion design), and defined several corresponding design principles.

Those principles target generic AI systems and are general, with a 
twist towards model-based approaches as a prerequisite of many 
formal methods. The question whether they are relevant to modern 
perceptual data-driven algorithms is open.

Certification assessment tools

Certification must be understood as a global process that may involve 
activities not necessarily directed towards operation design or con-
trol, but that may be used to assess the safety of the resulting system. 
When dealing with SI, which relies on machine learning techniques, 
two activities may help to improve certification.

Explainability
Explainability is the ability of a system to justify the cause or origin of its 
prediction by providing a dedicated representation: a text or a visual sign.

The idea of providing prediction processes with better intelligibility is not 
new, and is central to the symbolic approach of AI, sometimes referred 
as GOFAI (Good Old Fashioned AI) [9], which promotes explicit, i.e., 
step-by-step understanding and reasoning in its models. The involve-
ment of machine learning techniques in modern methods and the opac-
ity of the resulting prediction processes has encouraged the develop-
ment of mixed approaches that could benefit jointly from both worlds.

A prominent initiative is the XAI program from the DARPA [38], initi-
ated in 2016, with the final objective of bringing to the user a series of 

elements that would make him trust and efficiently exploit the predic-
tions made by the automated system. The declared objective of this 
project is to move the trade-off between process interpretability and 
performance.

Explainability of artificial intelligence is becoming a research domain 
in itself, led by various dedicated workshops. Several recent surveys 
give an idea of the state of the art in this matter: [83] addresses deep 
network visualization, [44, 1] present a recent literature analysis on 
deep network visual explanations through a user oriented perspective. 
[32, 37, 4] are other recent papers that give a broad view of the field.

The fact that a system is able to deliver reliable explanations or proof 
of good operation is an element that may be used to improve its trust-
worthiness. The values of explanations can be checked to verify in 
specific cases that everything is right.

Another use of explanations for authorities is to log them in recording 
devices for further analysis in case of failure. Explanations usually 
have a smaller size than the system inner states, and may encode 
informative features.

The black boxes produced by modern deep learning techniques are 
not meant to be intelligible – after all, their computing principle is to 
distribute subsymbolic information [90] among large sets of simple 
components – but they may be completed by side representations 
that refer faithfully to understandable behaviors. A residual and 
unsolved problem of explainability is its evaluation: How faithful can 
those representations be? And who is expected to understand them?

A last issue is related to the deployment of machine learning enabled 
components: Do they really need explainability? If it is accepted that 
interpretability can be increased at the expense of accuracy, given that 
such a trade-off is achievable and that interpretability is measurable, 
the trustworthiness gain may be worth it. It seems too soon, however, 
to state that explainability is really achievable and in what sense.

Good practices
The application of machine learning techniques to real SI situations 
has several pitfalls due to its complexity and to the large number of 
parameters that require selection, optimization and tuning. Therefore, 
one way to ensure that a given system is likely to be certified is to 
demonstrate that it has followed good design principles. There is no 
success-guaranteed methodology for the machine learning practice. 
Textbooks provide general principles, theorems and procedures that 
could help to reach low generalization error, for instance, but with no 
guarantee. General guidelines have been proposed by several authors 
[24, 89], but addressing more heuristic objectives rather than perfor-
mance assessment.

Many modern algorithm proposals are evaluated using standard aca-
demic benchmarks that have their own biases and peculiarities: it is 
often very hard to state whether a given algorithm is really good, or 
simply better than another when performance figures are only a few 
percent higher with regard to a specific benchmark. It also appears 
rather difficult to reproduce the same results as described in a paper 
due to the experimental dimension of machine learning techniques, 
although the current trend in computer vision research, for instance, 
is to make the code available to the community for fair and transpar-
ent comparison: code publication should be considered as a manda-
tory good practice for certification.
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Conclusion and challenges

 The purpose of this article is to understand the challenges posed by 
the certification of computer vision-based systems for civil aeronau-
tics. The first difficulty arises from the notion of failure. In standard 
avionic systems, failures usually refer to hardware failures and sys-
tematic failures usually refer to software bugs. However, vision algo-
rithm may fail even in the absence of a hardware failure or systematic 
failures, for instance in the case of adversarial images or unexpected 
external conditions (e.g., overexposed images). The first difficulty 
encountered by certification is to identify all of the possible algorithm 
associated hazards and to show that they are covered by appropriate 
mitigation means. Faced with this difficulty, we have shown that the 
current certification standard for civil avionic software cannot apply 
to vision-based systems. We believe a solution could come from the 
framework of the Overarching properties. We have proposed in Sec-
tion "Developing specific certification objectives for computer-vision 
algorithms" a first attempt to refine the three overarching properties to 
specific certification objectives for vision-based systems.

To continue in that direction, we identify five major challenges:
•	 Hazard definition. As stated above, hazard definition is the first 

main challenge: What is an algorithm associated hazard? Is 
there any typology of such hazards and is it possible to formally 
characterize them? Then, for a given vision algorithm, the next 
issue is how to identify the internal weakness of the algorithm; 
i.e., the hazards that the algorithm is sensitive to.

•	 Data driven Defined Intended Behavior. As discussed in Section 
"Computer vision based system development process: a data 

driven design logic", building appropriate datasets is a key issue 
for certification: For a given vision algorithm, how can we build 
a dataset that covers the usage domain of the algorithm, and 
more specifically that covers the hazards that the algorithm is 
sensitive to and that can occur in the usage domain?

•	 Hazard detection and mitigation. The next question is how to 
detect and to mitigate, algorithm failures at run-time. For in-
stance, in the case of adversarial images, how to detect that the 
algorithm misinterprets the situation.

•	 Explainability. As stated in Section "Vision-based scene interpre-
tation", explainability could be a promising way to improve the 
trustworthiness of vision algorithms. The fact that a system is 
able to produce explanations that are understandable for human 
users and certification authorities could help to interact with the 
system and in some cases detect inappropriate behaviors.

•	 Consistency. Finally, failures can also be caused by internal in-
consistency; that is, a situation where the effective error is high-
er than the predicted error computed by the algorithm accord-
ing to the estimated covariance. However, consistency is very 
difficult to assess for vision algorithms, due to the non-linearity 
of the relationship between image data and state parameters. 
Correctly estimating the quality of the output of an algorithm is 
a key issue in the field of safety critical systems.

We believe that work on these five challenges could contribute to 
making vision algorithms usable in safety critical avionic systems. 
This objective will only be fulfilled if the safety and computer vision 
communities are able to build a shared research program. We wrote 
this document with the ambition of taking a step in that direction 
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Introduction

Designing an experimental protocol to validate a scientific hypoth-
esis, and analyzing the resulting data is an intellectual process that 
cannot be solved by current artificial intelligence. However, in this 
process at the edge of the human mind, there are often sub-tasks 
that are repetitive, time-consuming and that do not involve expert skill 
or knowledge. This paper is aimed at showing that existing artificial 
intelligence, like deep learning, can solve such tasks.

For example, there are common scientific issues where understand-
ing a physical phenomenon is slowed down by the need to extract 
information from large volumes of physical data, and in this context 
the application of deep learning can be very relevant. This article 
presents such scientific use cases, and the deep learning algorithms 
that have been able to scale information extraction where humans 
alone have not.

Specifically, this article focuses on two successful ONERA scenarios 
linked to the DELTA project1: solid-propellant combustion and material 
resistance.

Solid-propellant combustion analysis by 
shadowgraphy

Solid propellants are widely used for spatial and military applications. 
For example, they are used for the first stage of the Ariane V launcher. 
Classically, aluminum particles are included in the composite to 
increase the efficiency of the solid-propellant combustion, improving 
the thrust by 10% [4]. However, aluminum particles can trigger vari-
ous negative effects, such as diphasic losses, film formation on the 
nozzle or pressure instability (e.g., thermoacoustic instabilities [6]).

1	 https://delta-onera.github.io/

Understanding the physical phenomena associated with burning 
aluminum droplets is a critical issue to design new generations of 
engines and/or new solid propellant compositions. Typically, numeri-
cal simulation results are highly dependent on two critical input 
parameters: the initial size distribution of the droplets, and their initial 
velocity distribution when they leave the burning surface [7]. Defining 
precise representative droplet size distributions is not as easy as it 
may seem since agglomeration phenomena [5] strongly modify the 
droplet diameters due to the aluminum powders introduced in the 
composite material. Similarly, accurate velocity data are not avail-
able today under representative burning propellant conditions (for 
instance, recent data were published [3] but only for 0.1MPa burning 
conditions). Hence, obtaining access to these two data would be a 
breakthrough to update physical models and the numerical simula-
tions for solid-propellant combustion.

For the past couple of years, the ONERA solid propellant research 
team has been using an experimental setup to characterize 
aluminum droplet combustion under relevant solid propellant 
conditions [15]. High-speed visualization of droplets is achieved via 
a focused shadowgraphy diagnostic (see Figure 1). The diagnostic 
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Figure 1 – Shadowgraphy setup enabling aluminum droplets to be visualized 
during solid-propellant combustion
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is sensitive to refractive index gradients, leading to a good contrast 
between the liquid aluminum droplets and the surrounding hot 
gases (see Figure 2).

The experimental images in Figure 2 show that ejected burning alumi-
num droplets are clearly visible to human eyes as bright grey balloons 
over the dark background. Thus, from a theoretical point of view, there 
is no obstacle for obtaining the size and speed of particles: it only 
requires somebody to scan the existing experimental images and to 
extract the data.

However, each combustion test generates between 1,000 and 10,000 
images, each showing several dozen aluminum droplets. Considering 
the volume of data, extracting the desired parameters is impossible 
using human hands/eyes. In other words, today, combustion scien-
tists know how to generate data containing the information but not 
how to extract the information from this large volume of data. Making 
progress on an algorithm enabling this information extraction could 
allow this scientific obstacle to be overcome.

Modeling some material properties with microscopy

The ability to predict the fracture behavior of a material under strain is 
essential to design a car, building or plane. However, in aeronautics, 
the use of a large variety of materials (especially composite materi-
als) makes it difficult to derive the fracture behavior solely from solid 
mechanic physical equations. Thus, fracture mechanics sometimes 
relies on experimental data to characterize a special kind of material [9].

Such an experiment consists in measuring a material state at different 
levels of strain, and producing a stress versus strain curve. Measure-
ments can include acoustic measurements, image correlation (when 
it is possible to obtain an image before deformation), thermal imag-
ing, or microscopy imaging.

A typical example of such a microscopy experiment is provided in 
Figure  3. Carbon epoxy laminates enhance damages within their 
plies. These damages are observed at all 3 scales of the material, 
i.e., the microscale (fiber and matrix), the mesoscale (ply), and the 
macroscale (laminate). The main damages that can appear during a 
tension test of a [0/90]s laminate are illustrated in Figure 3. First of 
all, when damage at the microscale appears, it is in the form of fiber/
matrix debonding or micro cracks within the resin (3.1 in the figure). 
Loading the sample causes the damages at the fiber scale to grow 
upward and leads to a transverse matrix crack at the ply scale (3.2) 
parallel to the fiber direction. These cracks cross the entire thickness 

of the ply. In some composites, micro delamination can be observed 
at the crack tips. Finally, when the strength limit of the sample is 
reached, the crack density increases (3.3) and leads to fiber failure 
due to redistribution of the load (3.4).

Here again, scientists have designed an experimental protocol allow-
ing the behavior of these materials to be modelled under stress. 
However, this involves the analysis of all resulting data to count and/
or characterize all fractures. Unfortunately, the volume of resulting 
data is also too large to be processed by human hands/eyes in these 
experiments. Again, making progress on the development of an algo-
rithm enabling this information to be extracted could allow this scien-
tific obstacle to be overcome.

A few words about deep learning

Deep learning (which is becoming the state-of-the-art in image clas-
sification with [10]) consists simply of neural networks (which existed 
at least since [12]) with a large number of layers. This simple enlarge-
ment of neural networks, allowed by the increase in available GPU, 
eventually leads to very impressive performance gap with previous 
neural networks attempts. However, deep learning has been success-
fully applied to many tasks: image classification [10], object detection 
in images [8], natural image segmentation [1], semantic segmenta-
tion in remote sensing images [11], natural language processing like 
automatic translation [22], sound classification [17], cyber intrusion 
detection [21], malware classification [25], games (with a reinforce-
ment learning framework) [19], medical diagnosis [2], etc.

Supervised classification: More generally, deep learning is a sub-field 
of supervised machine learning, which is a sub-field of machine learning, 
which in turn is a sub-field of artificial intelligence. The simplest form of 
supervised machine learning is binary supervised classification: it con-
sists in estimating an unknown function f of DR  to { }1,1−  from training 
data; i.e., a set of samples ( )( ) ( )( )1 1 1, , , ,N N Nx y f x x y f x= = . A 
learning step in this training data leads to a function f̂  (classically 
( ) ( )ˆ ˆ,f x g x w=  and learning consists in selecting weights w to set 

up a function family ( ),g x w ). This function f̂  is an approximation 

Figure 2 – Images obtained by shadowgraphy
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Figure 3 – Typical experiment to characterize a material
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f accepting that f̂  may be different from f . Usually, the quality of 
the approximation is evaluated by comparing f̂  and f for a disjoint 
set of samples known as the test data. Of course, given that multiple 
functions f will lead to the same training data, there is no mathemati-
cal possibility of finding the correct function in the discrete case (this 
statement is confirmed in [23]). However, in practice, given that the 
function f to be approximated generally has a good regularity prop-
erty, in practice very interesting results can be achieved.

For example, the function f could use an image as input and provide 
cat or dog as the output depending on whether the image is an image 
of a cat or an image of a dog. Using a human being, f can be trivially 
evaluated on a particular image just by asking the human whether this 
is an image of a cat or an image of a dog. However, nobody is able to 
compute this function exactly, even with an arbitrarily powerful com-
puter, since the steps leading to the decision are unknown. However, 
it is possible to collect training data and to approximate this function 
quite efficiently, especially with deep learning.

Supervised segmentation: A very natural extension to supervised 
classification on images is supervised segmentation, where the goal 
is to classify each pixel of an input image (see Figure 4).

Contrarily to most other classifiers, deep learning based classifiers 
are much more flexible. Simply changing a few layers (or even just 
changing the layer structure) allows a classifier to be converted 
into a segmentation algorithm. In addition, specific networks for 

segmentation have been designed, like UNET [18], whose architec-
ture is presented in Figure 5. The first half of the network is considered 
to be an encoder, i.e., it extracts more and more relevant information 
from the image, but loses more and more precise spatial informa-
tion. Then, the second half would decode the decoder; i.e., it restores 
precise spatial location by combining different levels of encoded 
information. At the end of the process, the network produces a map 
with the same spatial size as the input image, in which each pixel is 
associated with a likelihood per class.

This framework is especially relevant for the two scientific use cases 
presented in this paper. Indeed, in these two use cases, relevant 
physical information can be obtained from a segmentation map.

Furthermore, when processing scientific data, deep learning can 
safely assume that hacked data will not be encountered (indeed, 
sensibility to adversarial attacks [13, 24, 16, 20, 14] is an important 
issue for deep learning).

Particle segmentation by deep learning

As presented in Figures 1 and 2, the shadowgraphy diagnostic pro-
vides experimental images of the solid-propellant combustion show-
ing aluminum droplets. Thus, a straightforward idea is to apply UNET 
(see Figure 4) to shadowgraphy images (Figure 2).

First, given that we are considering supervised segmentation, it is 
unfortunately unavoidable to consider the issue of designing a 
semantic segmentation dataset. Thus, this step consists in manually 
annotating some images for semantic segmentation; i.e., providing a 
class for each pixel.

This is a very repetitive and time-consuming task. The good news 
is that, contrarily to common thinking, UNET does not require too 
many images to reach a relevant state depending on the type of data. 

conv 3x3, ReLU

copy and crop
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up-conv 2x2

conv 1x1

output 
segmentation 
map

input 
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Figure 5 – UNET is a representative example of a segmentation network
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Given that each pixel leads to a decision in semantic segmentation, 
an image corresponds to 1 million data points. This is a number quite 
close to the size of the well-known IMAGENET dataset. Off course, 
pixels are much more correlated than the IMAGENET examples, but, 
on the other hand, the variability of shadowgraphy images may be 
lower than the variability of a natural image. Here, the difficulty is 

mainly due to the low contrast, irregular shape and very complex 
features of shadowgraphy images. With these ideas in mind, we 
only annotate 30  images from 3 experimental videos (10 images 
per video).

Then, we perform a cross-validation: we learn from 2 videos 
(20 images) and test the model on the last video (10 images). This 
way, we can evaluate the generalization to new videos. Eventually, 
the algorithm is able to generalize (quite fairly) to new videos: see 
Figure 7.

Now, our goal is to estimate the droplet size distribution during com-
bustion. A perfect segmentation of the images enables the size dis-
tribution to be evaluated accurately. However, predicted segmentation 
will always be more or less noisy, and it is not trivial to derive the 
resulting noise in the droplet size distribution. Also, estimating the 
distribution on a small subset of the images (e.g., the annotated data) 
may not be sufficiently accurate. Thus, we cannot use as a metric the 
distance between the distribution estimated by annotation and that 
obtained by the algorithm. Hence, we propose here to only quan-
tify the segmentation (and not the resulting size distribution). In our 
cross-validation evaluation, the multi-class accuracy of UNET (i.e., 
the number of pixels correctly predicted divided by the number of 
pixels) is above 90% (training is not convex, so multiple runs do not 
lead exactly to the same accuracy even if variance is not an issue).

After post-processing, the resulting size distributions with different 
post processing (estimated on all frames of the video) are presented 
in Figure 8 alongside the size before burst (which is known to change 
during burst). Even though none of these curves can be considered 
as reference distributions, we can see that they seem consistent. Esti-
mated distributions have a greater number of large particles, which is 
expected due to the aggregation phenomenon during burst.

As a partial conclusion, although the developed process is not com-
plete (particularly with regard to guaranteeing the estimated distribu-
tion), it leads to very promising results and already allows input data 
to be refined for numerical simulations of solid-propellant combustion.
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Figure 6 – Illustration of the manual annotation required to apply UNET
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Figure 7 – Illustration of a UNET prediction on a testing image
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Figure 8 – Illustration of the extracted size distribution
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Crack segmentation by deep learning

Like in the previous use case, UNET is a straightforward idea for 
crack segmentation. Here, other algorithms from the computer vision 
community could be relevant. Indeed, the semantic object of inter-
est is not defined by itself but by opposition to a normal situation. 
Thus, abnormality detection, or even, edge detection could have been 
investigated at first glance. However, abnormality detection is cur-
rently less mature than supervised detection, and edge detection may 
be deceiving considering that a non-uniform material leads to strong 
contrast. Thus, using supervised deep learning to capture the struc-
ture of cracks, which are the only edges of interest, is a good shot.

The processing of these images is considered as a binary semantic 
segmentation problem where the goal is to give to each pixel either a 
crack tag or a background tag.

These data are in a way harder to obtain than shadowscopy ones 
(from a deep-learning point of view) because of the unbalance of 
crack pixels vs. background pixels, and the required spatial accuracy 
(as cracks are linear area not delimited surfacique object).

Indeed, the number of background pixels is much greater than the 
number of crack pixels. Thus predicting all pixel as background leads 
to a very small error i.e. a good local minimum.

However, applying UNET with an ad hoc weighting of error proved to 
be sufficient to learn a relevant model for crack segmentation. The 
weighting consists in penalizing an error on a crack pixel much more 
than an error on a background pixel. This way, the network is forced to 
go outside the local minimum where all pixels are background ones.

The resulting performances of the network are quite interesting as 
shown by Figures 9 and 10.

Conclusion

In this paper, we focus on two real-life use cases where the size of 
the experimental data is an obstacle in the understanding of a physical 
phenomenon. We show how, in these two contexts, deep learning 
was successfully applied to help scientists to achieve the processing 
of the experimental data.

However, this success is not that surprising, since the selected exper-
imental data are images, which is one of the primary areas of deep 
learning development. However, this article still shows that state-of-
the-art deep learning is becoming more and more mature for use in 
processing scientific experimental data 

(a)

(b) (c)
(d)

Prevision 
on sample 2

Expertise on sample 1

Figure 9 – Application of UNET to detect cracks on a glass/epoxy 2D woven 
composite. (a) Microscopic observation of the entire sample under tension, 
(b)  Zoom on cracks, (c)  Manual assessment of the crack (in yellow), 
(d) Cracks predicted by our UNET model (in pink).

(a)

(b) (c)
(d)

PrevisionExpertise

Figure 10 – Application of UNET to detect cracks on a carbon/epoxy [0/90] 
laminated composite. (a) Microscopic observation of the entire sample under 
tension, (b) Zoom on cracks, (c) Manual assessment of a crack (in yellow), 
(d) Cracks predicted by our UNET model (in green).
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Introduction

The rise of open-data makes it possible to promote the use of deep-
learning in many areas. Also, many experts around the world are 
wondering about the progress that deep-learning methods will allow 
in the coming decades, and seek to predict when the performances 
of automatic algorithms will exceed those of humans, in several 
tasks: for translating; writing text, driving vehicles, performing surgi-
cal operations, etc. It would therefore seem that the more the field 
corresponds to a broad need, the more deep-learning allows rapid 
improvements.

In this context, the field of remote sensing is a much smaller field 
today in terms of the number of users and needs, than more con-
ventional domains such as language, classical images, or text. How-
ever, even though the concerned audience is less extended, remote 
sensing data processing is undergoing the same revolution as other 
sectors of big data. The number and the diversity of sensors increase 
very quickly, at two levels:

•	 The rise of open data, in particular through data from the Euro-
pean Copernicus observation program, which delivers free im-
ages acquired since the end of 2014, and produces a petabyte 
of data every six months [39].

•	 The development of commercial-type data and the democrati-
zation of satellite systems, with more and more launching con-
stellations of micro or even nano-satellites [15, 11].

This entrance into the big data movement promises exciting develop-
ments of deep learning methods for remote sensing images. All the 
more so since remote sensing data are mostly images, and since the 
most significant improvements in deep learning were made recently 
on images in computer vision through the ImageNet dataset [29].

Implementing deep learning methods requires a certain number of 
choices to be made: which databases and how to access them, 
which servers or computing power, and which learning architectures 
for a given function.

First, to successfully implement a deep learning application, it is 
necessary to have access to massive datasets. These are essential 
to the performance of artificial intelligence systems and, therefore, 
highly strategic. The quantity and nature of these data will guide the 
technological choices. Similarly, if the data are subject to protection 
constraints, such as military data, they will have to be processed on 
dedicated servers, which then directs the technological choices.

In any case, the data-processing tool remains the core of a learning 
method. Many companies compete in this market: big names like 
Amazon; Google with TensorFlow, Caffe (a project initiated at the Uni-
versity of California at Berkeley), and Torch (widely used and improved 
by Facebook engineers), can be used for remote sensing images.
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However, the functions deduced from the remote sensing images 
that we are trying to learn are of a very different nature from that of 
those for which these large classical networks have been developed. 
For example, we can mention some specificities of remote sensing 
images compared to the standard images of the web: 

•	 A remote sensing image contains multiple objects, spatially 
distributed and organized on several pixels. When we deal with 
remote sensing classification, it is not a label of a single image 
that we are trying to find, but rather different labels for all of the 
pixels or group of pixels in the image.

•	 Remote sensing images do not look like conventional images. 
Full-wave LIDAR images, for example, correspond to a com-
plete profile describing the vertical structure of the object for 
each pixel. Radar images or SAR images are subject to particu-
lar statistics due to speckle, and can highlight particular physi-
cal effects that are invisible in optics (for example, humidity 
effects). Hyperspectral images contain spectral information and 
are therefore datacube images. Remote sensing time series are 
more and more easily accessible, when several acquisitions of 
the same scene are repeated over time.

•	 Finally, some functions are specific to this field. This, for ex-
ample, is the case of the detection of changes between two 
images, to determine the differences between two acquisitions 
of the same scene, or the transfer of modalities: we try to move 
from one type of images to another when the information that 
they contain is related to the same underlying physical phe-
nomena. Note that these functions are also important in other 
domains, such as the medical domain, where deep learning 
methods have been well developed.

ONERA conducts a large number of works in remote sensing imagery, 
on the one hand, and in artificial intelligence on the other. This dual 
competence makes it possible to ensure expertise in the use of deep 
learning for remote sensing applications by identifying the particular 
difficulties and also the opportunities.

The purpose of this article is twofold:
•	 First of all, to show, for a certain number of different cases 

studied at ONERA, how machine learning allows significant im-
provements in performance on functions based on the use of 
remote sensing images. 

•	 Then to analyze, for each case, the major difficulties encoun-
tered in the implementation of these AI methods.

Compared with other articles summarizing the contributions of deep 
learning to remote sensing, this article is not intended to be exhaus-
tive on the existing methods in the field, but rather to reveal recent 
and original results obtained specifically at ONERA, either in terms of 
methods, or in terms of the application scenario. Most of these meth-
ods have to face the challenges of the field of deep learning, such as 
the unsupervised or weakly-supervised paradigm, in order to prevent 
the need and the cost of annotation, and the issues arising from the 
lack of interpretability of such approaches and their perspectives with 
regard to the Earth observation domain.

The choice and implementation of network architectures depend 
on both the types of input data and the function to be implemented. 
Thus, in the second section, we first analyze what the state of the art 

is regarding the use of deep learning for the main functionalities of 
remote sensing. Then, the following sections are therefore organized 
around several fundamental studies, first by the type of function 
envisaged, concerning a type of specific data.

The applications are organized by hierarchical levels, from the lowest 
level to the highest level. Five types of functions are envisaged, for 
which the difficulty of the task and/or the abundance of images has 
been considered as a significant argument for the use of a learning 
method.

The successive sections of this article deal with co-registration of 
heterogeneous images, image quality enhancement (particularly SAR 
image filtering for radar images subject to speckle noise), land cover 
classification, vehicule detection, change detection, 3D sensing and 
estimation. Then concluding remarks are presented.

Related works

The creation of large-scale image databases, such as the pioneer-
ing ImageNet [29, 46] published by Stanford University, enabled an 
impressive shift in the way that image processing is considered. 
Neural network algorithms could then be applied to images. Indeed, 
they had made considerable progress in other fields where abundant 
training data was available. However, their implementation for images 
also relied on a recent technical advance: using Graphical Processing 
Units (GPUs) for general programming. Soon, deep learning [33, 38] 
brought a significant performance gap. Deep initially referred to the 
depth of the neural networks, which comprised many hidden layers. 
However, deep also means that the processing function is trained 
end-to-end, from data to expected result. From a learning point of 
view, this was considered much more satisfactory than previous 
processing pipelines designed by experts. In particular, the feature 
extraction was then trained, and yielded much better features than 
previous hand-crafted ones. In the following years, image process-
ing underwent tremendous changes. Not only were tasks for which 
machine learning was already often considered then successfully 
addressed by deep networks, but traditional analytically-solved tasks 
became trainable.

Also, can we consider that remote sensing images are always like 
those of human vision? For traditional optical images, it is legitimate 
to think so. For other types of sensors, it is less obvious, because:

•	 Data are sometimes multi-modal,
•	 Data are geolocalized; they contain geographical maps rather 

than an object map,
•	 The time variable is becoming critical,
•	 In many cases, remote sensing is aimed at estimating geophys-

ical parameters rather than detecting or classifying objects,
•	 Some images contain physical information that is different from 

visible information, such as SAR images or full-wave LIDARs.

Using deep learning for remote sensing came a little later than it did 
for computer vision; nevertheless, today, deep learning is widespread 
in the field and often establishes a new state of the art. Also, for each 
type of functionality, it is necessary to analyze what progress has 
been made in this area.
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Up to now, the main remote sensing functions can be categorized as 
image processing, pixel-based classification or segmentation, target 
recognition, and scene understanding. A helpful review of state-of-
the-art results of deep learning in remote sensing for several applica-
tions is given in [54], especially for hyperspectral image analysis for 
land cover/use classification and anomaly detection, SAR interpreta-
tion, high-resolution optical image interpretation, and fusion. In [53], 
the review focuses more specifically on classification techniques. To 
date, the auto-encoder (AE), the CNN, the Deep Belief Network (DBN), 
and Recurrent NN (RNNs) have been the four mainstream DL archi-
tectures used in the field of remote sensing. RNN is primarily used for 
analyzing non-stationary processes, CNN for classification tasks; and 
DBN or generative AEs for all other tasks, in particular unsupervised 
ones.

Both states of the art in [54] and [53] confirm that, as in other fields, 
deep learning is making remote sensing advance, even though prog-
ress is recent and further improvements can be expected. The general 
feeling is that, in upcoming years, we can still expect great advances 
in remote sensing thanks to deep learning. It also has limitations and 
raises new challenges: the lack of annotated data, the difficulty in 
deploying and transferring models under various conditions at global 
scales, and also the taking into account of sensor physics and purely 
algorithmic tasks.

Since our first deep learning works [34, 2], we have made progress 
on several tasks at ONERA, with research on standard tasks, such 
as classification or object detection, as well as on topics that have 
been addressed very rarely, such as co-registration, or 3D estima-
tion. We detail below our recent advances in this area over the last 
5 years.

Co-registration

Co-registration of heterogeneous images is useful in various remote 
sensing image fusion applications, since a gain is expected from the 
synergy of sensors. Relevant applications are numerous, whether 
for land classification, for agriculture, or forestry applications. Some 
applications require a pixel precision and, generally, the terrain cor-
rection applied for georeferencing is not good enough. The residual 
bias arises from the impact of the imprecision on orbital or DTM 
(Digital Terrain Model) parameters during the mapping. The influence 
of the relief on such registration is non-rigid and, therefore, requires 
the estimation of a dense motion field.

In remote sensing, deep learning methods for co-registration are 
not numerous. [41] is a feature-based approach that proposes an 
architecture derived from a Siamese Neural Network (SNN) trained 
to select precise and reliable points of correspondence between the 
two images.

Recently at ONERA, we proposed the investigation of image-based 
deep learning approaches taking into account all of the pixels of an 
image. We then proposed the adaptation of PWC-Net, a CNN already 
developed in Computer Vision, in order to make it efficient for hetero-
geneous images, such as a couple of SAR/optical images. All of the 
performances of our tests were compared with a reference algorithm 
for optical flow developed at ONERA, GeFolki.

A first significant challenge was to constitute the training base. For 
this purpose, we used the Google Earth Engine (GEE) data plat-
form, able to handle both optical Sentinel-2 (S2) and radar Sen-
tinel-1 (S1) images. We selected georeferenced images assumed 
to be well co-registered together. Using the platform, we were able 
to define large footprints common to S1 and S2. For S2 images, 
we choose dates with the weakest cloud cover. Around the cor-
responding acquisition dates, the S1 radar images have been fil-
tered temporally to reduce the effects of speckle and increase their 
signal-to-noise ratio. A systematic coverage of the entire French 
territory has been established; this is to ensure a representative 
diversity of all of the landscapes encountered, such as agricul-
tural, city, forest, and mountain areas. Then, we also ar tificially 
generated, for each pair, realistic deformations whose amplitude 
is modulated spatially by the relief, given by the SRTM product 
downloaded on the same footprint.

We have considered FlowNetS [31] and PWC-Net [48], two Convolu-
tional Neural Networks (CNN) commonly used for optical flow estima-
tion in computer vision, PWC-Net being state of the art.

FlowNetS can take into account any type of input image. Without 
modifying its architecture, it could be applied successfully to our 
images. It proved robust for estimating flows. On the contrary, 
PWC-Net is conceptually defined for two entries of the same type, 
in par ticular with a shared encoding between the entries through 
the application of the same encoder. Such encoding makes no 
sense for different images. For this reason, we propose a modi-
fication of the architecture with two independent encoders. We 
separate the Siamese contracting par ts of PWC-Net into two 
different contracting par ts performing two different operations. 
Those two contracting par ts share the same architecture but can 
have different weights. Thus, there is a contracting par t specialized 
for SAR images and a second one specialized for optical images. 
Moreover, we decided to remove the lowest resolution stage of 
the architecture for both the contracting and the expending par ts, 
since it can estimate mainly large deformations. Finally, we pro-
pose to assist the training by simultaneously using three different 
loss functions exploiting the different combinations of contracting 
par ts that we can use: optics/optics, radar/optics, and radar/radar. 
We call our new architecture PWC-Net-multimodal.

Results have been tested on a new database, and compared with 
that of the GeFolki algorithm [13], which is an optical flow method 
without machine learning. Deep learning architecture performed bet-
ter, not only on data close to the training data set, but also on data 
acquired with different sensors, with significantly higher resolution. 
The expected prediction error lies between 0.7 and 1.1 pixels for 
the different deep learning architectures and for different scenarios, 
whereas it lies between 2.3 and 3.4 for GeFolki.

Concerning FlowNet, PWCNet, and PWC-Net-multimodal, we 
have shown that the results obtained using the three methods are 
close, with a better result having been achieved with our PWC-Net-
multimodal method. Furthermore, the PWC-Net-multimodal method 
is more robust to train with excellent repeatability, while the original 
PWC-Net does not converge every time we try to train it with hetero-
geneous data.
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One example of the result obtained by PWC-Net-multimodal is given 
in Figure 1. The first column in Figure 1 shows a mosaic of the optical 
and radar images before and after registration. The optical-radar junc-
tions of the mosaic highlight some structures that are shifted before 
registration, and that our algorithm manages to align well. The middle 
column represents the norm of the flow and its direction in color. The 
top image gives the ground truth, and the bottom image gives esti-
mated results. We see that the estimated flow has the right direction 
but still lacks spatial details. However, the absolute flow errors remain 
less than 2 pixels, and the relative error remains below 20%.

Mosaique of optic 
and radar zoom

Mosaique of optic and 
radar resampled zoom

Flow ground truth

Estimated flow

Norm of the flow ground 
truth mean: 5.53

10

8

6

4

2
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8

6

4

2

Norm of the error 
mean error = 0.969

Hue: orientation 
of the flow

Saturation:  
norm of the flow

Figure 1 – Mosaic of Sentinel-1 and Sentinel-2 images of the same zone (First 
column). The ground truth flow and the flow estimated with PWC-Net trained 
with our dataset (middle column). The quadratic norm of the ground truth 
flow and the norm of the error of the estimation (last column).

Perspectives
Given that databases with different modalities such as SAR/optical 
images are still being widely developed, progress is likely to continue 
thanks to deep learning. Methods should take advantage of the speci-
ficity of the different modalities. For example, the different polariza-
tions for radar images can be used together to improve efficiency. We 
also plan to test and improve robustness to the possible presence of 
clouds or changes. Finally, we have to tackle the co-registration prob-
lems for high-resolution images by considering a new formulation 
taking into account the 3D aspects, since the resolved 3D elements 
such as buildings can have different projections, without any bijective 
relationship between them.

Image quality enhancement

The notion of noise filtering is particularly crucial for radar images 
because these images have an inherent speckle noise. Many algorithms 
strive to remedy this noise through the speckle filtering operation. Up 
until now, all of the algorithms exploited spatial information. Now, as 
time-series become available, temporal information can also be used.

Speckle filtering methods usually fall into two categories: noise 
modeling and data-based approaches. The later includes machine 
learning methods. The amount of available data and the difficulty in 

modeling generic de-noising methods make the use of deep learn-
ing an already efficient solution [52, 50]. However, most proposed 
solutions rely on supervised methods, and thus on the description 
of ground truth, which is, in this case, the achieved goal at the filter-
ing output. An essential difficulty is knowing how to describe what 
is meant by ground truth in this case. Obtaining training datasets by 
using simulation is one of the possible remedies, but transfer to real 
SAR data remains a significant challenge.

The originality of the work undertaken at ONERA in this area is the use 
of time series to avoid having to provide an objective [12]. We pro-
pose to use the redundancy of the data in the stack, and to formulate 
the problem as follows: given two realizations I1 and I2 of the same 
scene, let us learn to predict I2 from I1. The transfer function itself 
performs the filtering of the random part of the signal, keeping only 
the deterministic part.

We have tested several networks and several loss functions, and we 
have also compared our results with other spatiotemporal filtering 
methods, such as BM3D [26] and SAR-BM3D [44]. The best results 
are achieved using dilated convolutional networks and histogram loss, 
which is defined by a distance 2  on the histogram vector of a given 
pixel x X∈  in its neighborhood xN . Then, the gradients for back-
propagation are the differentiation of the previous distance. To scale up 
to large images, we do not feed the network with the whole image but 
rather with patches, with possible overlapping to prevent border effects.

The learning phase focused on an SLC Sentinel-1 image stack around 
Saclay, 20 km south of Paris. Figure 2 presents the results for Valen-
cia, a scene that is not part of the auto-encoding set (red and blue 
channels for VV and green channel for VH). The function has removed 
most of the noise, e.g., around the harbor.

Figure 2 – Filtering results over images of Valencia with a network trained on 
Paris. Top: original image, bottom filtered image.
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Although the results are not perfect, the ability to generalize has been 
demonstrated, since the network has been successfully applied, hav-
ing been learned on a very different site and for different resolutions.

Perspectives
The next steps are to manage the way in which knowledge of some of 
the metadata is included, such as polarization, incidence angle, and 
also the possibility of mixing this unsupervised approach with super-
vised ones, through the use of image databases for which speckle 
noise is added artificially.

Land cover classification

Classification tasks in remote sensing benefited the most from the 
deep learning trend [53, 54, 10]. Although image classification trig-
gered an interest in deep neural networks in computer vision, remote 
sensing tasks have their peculiarities. They include a focus on pixel 
classification or semantic segmentation (partly tied to the fact that 
remote sensing images are very large, while being only small portions 
of the Earth Surface), the variety of imaging techniques (RGB, multi-
spectral, LIDAR, SAR, etc.), and the variety of potential ground-truths, 
which lies in the existing maps of all sorts.

The abundance of remote sensing data enables us to extract relevant 
information through deep learning, for the automatic semantic map-
ping of the Earth from multimodal, aerial and satellite data, in urban 
or rural environments [40, 16, 3]. Primarily, we aim to automatically 
map the land cover and land use of large-scale scenes using all avail-
able data. Therefore, we have proposed new neural networks1 to deal 
with highly heterogeneous multimodal data, such as LIDAR and opti-
cal acquisitions [8]. Thanks to a double-flow architecture and to the 
introduction of a new neuronal block called residual correction [4, 5], 
our model has improved upon the state of the art achieved with the 
ISPRS Vaihingen and Potsdam datasets [45] for various classes, 
such as roads, buildings, vegetation and vehicles, and with another 

1	 https://github.com/nshaud/DeepNetsForEO

benchmark dataset for buildings all over the world [32]. An example 
of a segmentation result is shown in Fig. 3 on the Postdam dataset.

In the field of hyperspectral images (HS), we explored models with 
various kinds of convolutions more suited to the specific data structure. 
Indeed, we consider HS images as data cubes rather than rasters of 
standard images. We have shown that 3D convolutions are more suited 
to HS data if enough da ta are available [10]. We then released Deep-
HyperX2, an open-source toolbox that enables the scientific community 
to investigate how deep learning tools can participate in particular HS 
imaging classification problems. Finally, data scarcity is a common 
issue in vegetation or mineral studies. To enrich the databases used for 
training algorithms, we have proposed a method for the synthesis of 
realistic spectra based on generative adversarial models [9].

Geospatial data include huge volumes of ortho-rectified images 
and maps of different kinds (geographic but also political or theme-
specific). It was necessary to find ways to leverage them for training. 
For instance, we proposed the inclusion of prior knowledge from Open-
StreetMap in the learning process, thus showing the ability of neural 
networks to take advantage of heterogeneous sources of information 
[6]. We also proposed to encode the spatial shapes and relationships 
between classes through Distance Transform Regression [1]. The 
production of thematic maps often comes up against the high-level 
semantics of the expected classes. For example, in order to find solu-
tions to characterize urban heat islands from the sky, we organized a 
benchmark for Local Climate Zone (LCZ, [47]) classification, spanning 
various cities around the world. It showed that although deep networks 
are efficient for quickly producing averagely-good maps, adding expert 
knowledge with more standard approaches like boosting or random 
forests were highly valuable to obtain quality maps [51].

Perspectives
We now seek to benefit from the unexploited, unlabeled data. To this 
end, we investigate semi-supervised architectures, such as that in 
Fig. 4, able to learn image characteristics from the unlabeled images 
available for every location to regularize land-use and land-cover 
classification (urban fabric, wetlands, forests, fields) [19, 20]. A related 
topic of interest is weakly-supervised learning, to learn with unreliable 
ground-truth or classes that are not visually homogeneous [23, 21].

2	 https://github.com/nshaud/DeepHyperX

(a) RGB image (b) Composite image

(d) SegNet prediction (d) V-FuseNet prediction

(c) Ground truth

Figure 3 – Semantic segmentation

Figure 4 – BerundaNet, a multi-task neural network for semi-supervised 
semantic segmentation
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Vehicle detection

Object detection in an image consists in locating all instances of the 
object of interest in an image. In this task, the input of the algorithm 
is an image, and the output is a set of locations. The quality of the 
algorithm output is measured by comparing the produced set of 
locations with the ground truth (the known set of locations of the 
objects). Although this problem seems very understandable, there 
are many ways to quantify the results, depending on the nature of 
the requested location. Classically, detection is aimed at placing 
bounding boxes on vehicles, predicting both location and scale, 
and ensuring one-to-one matching. This task allows, for example, 
vehicles to be counted.

In particular experimental settings, typically in a low-resolution con-
text or for hard-to-understand sensors, ground truth can be obtained 
by monitoring vehicles on the ground, and operators and algorithms 
are complementary. However, most of the time, humans excel at 
locating vehicles in images when the resolution is higher than 20 cm 
per pixel. Indeed, ground truth is usually obtained just by manual 
inspection of the image. Also, because humans are outstanding at 
this task, there is no qualitative advantage of using algorithms instead 
of concentrated operators.

The advantage of a detection algorithm thus lies either in the abil-
ity to automate the detection of vehicles in large numbers, or to 
improve the performance of the detection in rare modalities among 
all available remote sensing data. This task could bring a real 
technological breakthrough, notably allowing a better town plan-
ning policy and, of course, providing valuable information for intel-
ligence.

Deep learning is especially relevant for both accuracy and scalability. 
First, the performance achieved by deep learning in vehicle detection 
is at least as high as the performance achieved by other kinds of algo-
rithms, such as those described in [36, 34]. Typically, given a minimal 
set of images, designing an ad hoc detector to detect vehicles for this 
specific context is often possible.

However, deep learning is generic and incremental: it is increasingly 
accurate when fed with more training data. Then, training is just linear 
in relation to the size of the training database, and both training and 
testing are very fast on hardware like GPU cards designed for deep 
learning. In addition, we can use a shared deep learning pipeline for 
multiple purposes: typically [7] offers a way to achieve detection as 
post-processing of land cover classification.

To reach its own opinion of the results obtained, ONERA implemented 
various different architectures on different datasets. In particular, 
ONERA has developed a manually annotated database of 20,000 
vehicles on 20 cm resolution aerial images from the ORTHO HR ® 
produced by the IGN (National Institute of Geographic and Forest 
Information) in partnership with local authorities.

The first results of car detection were obtained using the approach 
described in [7], on these images. Figure 5 illustrates one example 
of detection results. We have conducted other works on Pléiades 
datasets at 50 cm resolution, or for aircraft type targets. This way, 
on highly-resolved images better than 10 cm per pixel and on large 
datasets, deep learning overrules the state of the art [7, 42] provid-
ing performances as high as 94% of F-score for [42] – 86% for [7]. 

However, today, deep learning is not sufficiently accurate to keep 
its promises with regard to classical remote sensing images (less 
than 20  cm per pixel) and, besides, suffers from a lack of large, 
structured, annotated and free datasets at this resolution.

Perspectives
More than on network architectures, it is on the development of bet-
ter-constructed large databases that efforts are expected. The simula-
tion of various scenes, including diverse targets under diverse lighting 
conditions, could also play a role in this context and help to reach that 
operational quality soon.

Change detection

Change detection is aimed at finding the changes between two co-
registered images taken at different times [35]. It is often tackled at 
the pixel level by semantic segmentation approaches. It is an exam-
ple of a dense classification problem, where we attempt to assign a 
label to each pair or sequence of corresponding pixels. Depending on 
the desired application, the assigned labels may be binary, change 
or no change, or they may contain semantic information about the 
changes that have happened, such as deforestation, urban expan-
sion, or water loss.

At ONERA, we have recently achieved state-of-the-art results in 
change detection using state-of-the-art machine learning tech-
niques. For this purpose, a dataset has been developed to train 
and benchmark various different change detection algorithms 
for change detection [22]: the ONERA Sentinel Change Detec-
tion dataset (OSCD). It contains several multispectral image pairs 
extracted from Sentinel-2 acquisitions and manually created binary 
change labels for all pixels in all image pairs. OSCD has also been 
released publicly3 so that scientists all over the world can accurately 
compare their proposed algorithms quantitatively and together 

3	 http://dase.grss-ieee.org/

Figure 5 – Detection results obtained using the approach described in [7] 
implemented through a UNet, applied over aerial photography, from IGN ORTHO 
HR ®, at 20 cm resolution. Red boxes: detection, Green boxes: Ground Truth.
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develop ever-improving change detection methods. Example results 
are given in Figure 6.

The change detection methods proposed in [27] surpass related 
methods in both accuracy and speed. They are extensions of fully 
convolutional encoder-decoder networks using skip connections and, 
most notably, a Siamese extension of a traditional encoder-decoder 
architecture using heuristics specific to the problem of change detec-
tion achieved the best results.

More recent works have pushed the boundaries of state-of-the-art 
change detection methods even further. A new dataset, called High-
Resolution Semantic Change Detection (HRSCD) dataset has been 
generated, and will also be made available to the scientific community. 
This dataset is more than 3000 times larger than any other change 
dataset openly available, and it contains high-resolution (50 cm per 
pixel) images. It contains not only change labels for all pixels, but also 
land cover information.

This dataset enables research in change detection to go much further. 
First, multitask learning was carried out using the HRSCD dataset, 
and we show that simultaneously learning to detect changes and to 
classify the terrain in the images led to better network performances 
[28]. Wea kly supervised learning techniques were also proposed 
to deal with the label noise inherent to automatically generated data 
[23]. Using a combination of iterative learning, classification filtering, 
and the newly proposed guided anisotropic diffusion post-processing 
method, an encoder-decoder fully convolutional neural network was 
trained to obtain excellent change detection performances.

Recently, given the availability of time-series, we have extended 
change detection to activity detection over a given period. The vol-
ume of available data for this specific problem is much smaller than 
for other remote sensing tasks. Indeed, in the case of optical images 
where clouds can be an issue, gathering a sequence of cloud-free 
images is much harder than finding a single image, especially in 
humid regions. The volume of labeled data for activity detection is 
also scarcer than those available for other problems, which limits the 
complexity of the machine learning models that we can use, since 
more complex models need large amounts of data to avoid overfitting.

Since Sentinel-1 (S1) radar data do not suffer from cloud cover, they 
allow for more accessible collection and processing of stacks of 
images. We have developed the REACTIV algorithm on this basis: 
by exploiting the particular statistical properties of the radar images, 
the algorithm allows us to obtain unmatched change detection per-
formance, superior to that obtained by the previous supervised deep 
learning approach applied to the same scenario, but on optical Senti-
nel-2 images [25]. We have evaluated these performances on a set of 
data from the Saclay plateau, chosen for a large number of construc-
tion sites present during the analysis period.

Perspectives
On the one hand, we have developed a very robust change detection 
algorithm with the exploitation of SAR time-series, but the interpreta-
tion of the change remains difficult using this data. On the other hand, 
thanks to the optical-imagery datasets that we released for the com-
munity, deep networks for change detection have emerged [27, 43]. 
However, a more massive dataset could improve results still further. 
Therefore, our next efforts will be devoted first to improving database 
creation by using robust automatic detection on radar images to select 
change key positions in optical images. Then, we will investigate more 
sophisticated and accurate deep learning methods for semantic change 
detection and high-resolution change detection based on time-series.

3D Sensing and Estimation

Obtaining 3D data through imaging is an area where the traditional deep 
learning used for image processing does not apply directly. However, 
we have invested in this area by using our expertise in the conception 
and processing of data from advanced sensors. Two areas of research 
concern machine learning for 3D: LIDAR and SAR data fusion for 3D 
forest structure studies; and 3D model estimation from the sky.

The goal of [14] is to predict the structural parameters of forests on 
a large scale using remote sensing images. LIDAR and polarimetric 
interferometric SAR sensors are both interesting for estimating for-
est biomass. However, if LIDARs offer excellent vertical accuracy, 
they suffer from their lack of spatial coverage. On the other hand, 
SAR systems have extensive coverage and ground spatial accuracy, 
but reduced vertical precision. Therefore, the approach is to extend 
the accuracy of LIDAR full waveforms to a larger area covered by 
polarimetric and interferometric (PolInSAR) synthetic aperture radar 
images using machine learning methods.

We proposed in [14] a set of PolInSAR parameters, computed for 
each pixel, which is likely to have strong correlations with the LIDAR 
density profiles on forest stands. These features were used as input 
data to learn a set of forest LIDAR features: the canopy height, the 
vertical profile type, and the canopy cover. The approach has investi-
gated several methods of machine learning for this purpose:

•	 Random forest methods for class classification of vegetation 
profiles.

•	 Classical SVN methods, then perceptron methods for estimat-
ing canopy height, and canopy density.

•	 Finally, CNN methods were also tested for estimating canopy 
height.

In the latter case, the results were not better than those obtained with 
other traditional machine learning methods. The small number of data 

	 	

	 (a) Image 1	 (b) Image 2

	 	

	 (c) Change map	 (c) Estimated change map

Figure 6 – Example of a satellite image pair of Las Vegas, true change map 
and estimated change map using a convolutional neural network
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in the learning base can explain this. Also, the chosen input was not 
a simple vector, but was transformed into a two-dimensional space 
and interpreted artificially as an image, even though it does not corre-
spond to real objects but rather to pure mathematical representations 
used to feed CNN networks.

Nevertheless, perceptrons give very encouraging results. Neural net-
works give the best performances in terms of RMSE on the estimated 
tree heights, as represented in Fig. 7, and they are the most faithful on 
the fidelity of the estimated statistical distributions, as shown in Fig. 8.

This work has also demonstrated the importance of the choice of 
input descriptors: the performances are better with descriptors 
judged to have the most physical meaning. This work makes us think 
that deep learning allows increased performance, but not necessarily 
based on images, even if we acquired the data in that way.

A second axis consists of scene understanding from standard 
optical imagery. Additionally to semantics (see Sections 5 and 6), 

providing the local height, for example, as with Digital Surface Mod-
els (DSMs), is useful for many applications, such as urban planning, 
telecommunications, aviation, and intelligent transport systems. 
Multi-view stereo [30] was the means of choice to obtain these 
products, but today deep learning approaches also offer competi-
tive performances [37]. We address this problem by using a Multi-
Task Learning (MTL) deep network that estimates both height and 
semantic maps simultaneously from a single aerial image [18]. Our 
approach is built on powerful models that we developed previously 
for depth prediction from a single image taken from the ground [17].

Precisely, we adapted D3-Net [17] to a multi-task architecture by add-
ing a semantic classification decoder to the original depth estimation 
one. As shown in Figure 9, the contractive new decoder layers are 
common to both semantics and height estimation. On the contrary, 
layers of the decoders are specific for each objective and generate, 
respectively, as many channels as classes for semantics and one 
channel for height. We have evaluated each output with a correspond-
ing loss function: we have adopted the absolute error (L1) for height 
regression and the cross-entropy loss (LCE) for semantics evalua-
tion. We have also implemented various mechanisms for multi-task 
optimization, such as Grad-Norm [24].

Figure  10 shows maps generated from the 2018 Data Fusion Con-
test (DFC2018 [49]) dataset. In general, the network produces nearly 

skip-connections

conv7x7(s=2)+BN+relu x n)BN+relu+conv1x1
BN+relu+conv3x3

BN+relu+conv3x3

conv4x4(s=2) BN+relu+conv4x4(s=2)
BN+relu+conv3x3

average pool (s=2)
BN+relu+conv1x1

Figure 9 – Architecture of our MTL model for height regression and 
semantic classification. On the left most layers share parameters 
between all tasks and on the right most layers are task-specific.

Figure 10 – From left to right, input RGB image, semantic ground-truth and prediction. Black represents no information. Height ground-truth and 
prediction evaluated for DFC2018 data over Houston.

RH
10

0 
fro

m
 n

eu
ro

na
l n

et
w

or
k 

(m
)

RH100 from Lidar (m)

5 10 15 20 30 35

35

30

25

20

15

10

5

Figure 7 – Tree height estimation precision using neural network

Histograms of estimated rh100 with different sets
rh100
Our 7 feature set
Pauli Polar
Pauli Cartesien
Eigen Cartesian
Eigen Polar

0.06

0.05

0.04

0.03

0.02

0.00
0 5 10 15 20 25 30 35 40

Figure 8 – Tree height estimation using different machine learning 
algorithms



Issue 15 - September 2020 - Recent Examples of Deep Learning Contributions for Earth Observation Issues
	 AL15-08	 9

For other more exotic applications, such as multitemporal change 
detection, LIDAR to radar data transfer for biomass estimation, and 
3D estimation, deep learning methods are being developed. The first 
results are encouraging and prove the feasibility of the methods. 
Thus, today, it seems that the contribution of deep learning no longer 
needs to be demonstrated. The expected gains in the future relate 
mainly both to the development of new architectures or new learning 
schemes and to the way of forming the learning base.

Hence, future expectations will focus on topics that are absent today 
from computer vision: for example, the taking into account of com-
plex signals such as SAR images, multimodal data, sparse data such 
as hyperspectral images. Moreover, taking into account the physics 
knowledge or the part of the signal that is useful for the intended 
application seems to be essential and seems essential to the quality 
of the result.

The other issues concern the organization and constitution of data-
bases. This point is a real difficulty. To obtain annotated databases, in 
the case of the web, we can count on the annotations of millions of 
users. In remote sensing, this is not the case. Not to mention the diffi-
culties due to data that are confidential and cannot necessarily benefit 
from these public platforms. The number of data is not necessarily 
the most limiting factor: in fact, the images have large dimensions 
of several tens of thousands of pixels, which makes it possible to 
process them in a large number of smaller images. Also, a promis-
ing avenue is to use approaches that mix supervised learning with 
unsupervised learning.

However, in any case, it is be necessary to rely on the development 
of dedicated platforms, and their capacity to interface with the data 
processing cloud type deep learning, as well as to ingest data from 
various sources of geographic information, to benefit from all of the 
advances of this sector of machine learning 

accurate heights for ground, residential buildings, and vegetation, while 
some structures are more challenging, like high buildings or stadiums. 
Indeed, these classes in bird-view images have various shapes, colors, 
and heights, which make precise estimation difficult. We can note that 
semantics are detailed, with dense cartography even when the ground 
truth labeled only a few objects. Following Section 5, we have shown 
that multi-task learning allows performance to be improved for both 
tasks, or in other words, that simultaneous height estimation helps 
classification considerably.

Perspectives
Our works on the prediction of biomass will continue through the 
scaling-up of this kind of algorithm by using future satellite mis-
sions, such as BIOMASS, Tandem-L, or Ni-SAR. Height-estimation 
deep networks are only one example of a network able to translate 
one modality into another: predictors of LIDAR-like point-clouds or 
SAR-processing networks are also on our agenda. To this end, the 
understanding of the physics behind the sensor benefits from every 
bit of available information to build a better 3D estimate. More gener-
ally, the estimation of the 3D structure with precise levels of detail 
using a variety of sensors is a crucial step for creating models of 
the world that enable environmental sustainability or development of 
smart cities.

Conclusion

This paper provided an overview of the performance gains obtained 
today in remote sensing through the use of deep learning techniques. 
It has demonstrated significant gains in the areas closest to those 
of computer vision: classification and detection of vehicles in optical 
images. They are probably the most impressive results because more 
effort has been made, and also because the transfer of techniques 
from computer vision to remote sensing is more comfortable to do.
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Introduction

Multi-agent systems have gained interest for a wide range of appli-
cations including, but not limited to, robotics (see, e.g. [11] and 
references therein), opinion dynamics (see, e.g. [6] and references 
therein) and power systems (see, for instance, [12], [22]). Notably, 
in part due to recent technological advances related to unmanned 
aerial vehicles (UAVs) and small satellites, multi-agent systems play 
a major role in a large variety of aerospace applications. For instance, 
the control of relative distances and orientations between multiple 
spacecraft to achieve a desired formation is considered in [17]. The 
spacecraft formation-following problem is also considered in [20], 
where a graph theoretic formulation of the leader-following approach 
(introduced in [39]) is provided and solved by means of linear matrix 
inequalities.

Consensus-seeking for multi-agent systems describes problems 
in which agents are required to "reach an agreement" on a certain 
value and is a particularly active research domain, see e.g. [32]. 
Consensus control aims at driving the states of all agents to reach a 
common value and plays a major role in various applications, such 
as formation flight, cooperation in networks, and fault detection and 
identification (see, for instance, [27], [32], and [34]). In aerospace 
applications, this topic is of particular interest given that several 
important problems, such as synchronization and formation control, 
can be formulated as (dynamic) consensus problems, as seen for 
instance in [26], [33], [41], [42], [43]. The performances of any con-
sensus protocol are basically sensitive to the presence of persistent 

perturbations or potential information failures. Various works, such 
as [31] and [40], have been dedicated to increasing resilience of the 
controlled systems against various perturbation sources.

Many of the aforementioned consensus-based approaches address 
the issue of determining control actions for individual agents in a 
distributed manner (e.g., based on neighbor-to-neighbor commu-
nication). However, important aspects such as robustness and/or 
optimality are often recognized, but not addressed (see, e.g. [38]). 
In this paper we consider the problem of robust consensus-seeking, 
namely the problem of seeking consensus among members of a 
multi-agent system in the presence of disturbances. In particular, we 
consider a class of multi-agent systems, described by linear dynam-
ics, and study the problem of consensus control in the presence of 
an exogenous input, representing a disturbance. The main contribu-
tion of this paper is the formulation of the robust consensus-seeking 
problem as a nonzero-sum differential game with multiple players – a 
formulation which, differently from most existing results concerning 
consensus problems, enables the consideration of scenarios in which 
agents are influenced by uncertain and unmodeled perturbations. As 
will be demonstrated in this paper, game theory provides a conve-
nient framework to evaluate the discrepancy resulting from antagonist 
environments, and to define a reactive control that provides a suitable 
compromise between performance and robustness. The motivations 
of the game-theoretic formulation are twofold. Firstly, since the game 
theoretic framework essentially models strategic decision making, it 
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allows for the elegant characterization of possibly conflicting goals 
(such as, for instance, robustness and optimality). Secondly, recent 
developments in the control engineering field indicate that game 
theory can serve as a useful tool to systematically design distributed 
controllers. Although promising preliminary results are available (see, 
e.g. [8], [9], [16], [21]), the issue of distributed control design is 
not addressed in this paper, since game theory-based approaches 
to distributed control design have yet to be fully developed. Once the 
results are more mature, the formulation of the consensus-seeking 
problem as a nonzero-sum differential game provided in this paper 
can be more readily integrated with game theory-based methods for 
distributed control design in the future. Moreover, by capturing the 
performance – in terms of optimality and robustness – of the closed-
loop system in the absence of communication constraints, the results 
presented herein may constitute a benchmark for new distributed 
control methods.

Concerning robustness, it is well-known that H∞  control can be 
considered as a two-player zero-sum differential game (see e.g. 
[4]). Concerning robustness and optimality on the other hand, mixed 

2H / H∞  control cannot be described using the same framework 
due to the inherent trade-off between the two objectives. To reflect 
the presence of this trade-off, in [18] the classical mixed 2H / H∞  
control problem has been formulated as a two-player nonzero-sum 
differential game. Whereas linear systems are considered in [18], the 
nonlinear counterparts of the differential game formulation of mixed 

2 /H H∞  control have been explored in [19], [25].

Differently from the framework considered in [18], where the control 
problem involves a single optimization criterion and a single robust-
ness criterion, herein we consider a setting with multiple optimization 
criteria. This formulation is adopted to reflect practical scenarios in 
which each agent has an individual objective (e.g., to reach a par-
ticular position relative to neighbors in an optimal manner), while it 
is desired for the system, as a whole, to satisfy a certain robustness 
property. More precisely, the overall multi-agent system is represented 
by a dynamical system with several inputs – one for each agent – and 
each agent is associated with an individual cost functional designed 
to encourage consensus with neighboring agents in the presence of 
a disturbance.

The remainder of the paper is organized as follows. The robust con-
sensus-seeking problem is defined and formulated as a nonzero-sum 
differential game in § "Robust consensus-seeking". Exact solutions of 
the differential game are characterized, both in the finite-horizon and 
infinite-horizon cases, in terms of coupled differential Riccati equa-
tions and coupled algebraic Riccati equations (AREs), respectively, 
in §  "Exact solutions ". Noting that solutions to the coupled AREs, 
which arise in the context of infinite-horizon differential games may, in 
general, be difficult to obtain, approximate solutions to the differential 
game are characterized by means of matrix inequalities (instead of 
the AREs) in §  "Approximate solutions". Simulations corresponding 
to two examples are presented in §  "Simulations" to illustrate the 
performances of the resulting controllers. One example, presented 
in § "Consensus at the origin", concerns consensus-seeking among 
agents described by single-integrator dynamics. The second example 
concerns a problem of formation flight of UAVs and is presented 
in §  "Application to UAV formation flight". Finally, some concluding 
remarks are provided.

Notation
Standard notation is adopted throughout this paper.   denotes the 
set of real numbers, whereas   denotes the set of complex numbers 
and −  denotes the open left-half complex plane. Given a square 
matrix n nM ×∈ , its spectrum is denoted by ( )Mσ . The  identity 
matrix is denoted by I . Given a vector nv∈ , its Euclidean norm 
is denoted by v  .

Robust consensus-seeking: A differential game formulation

Consider a set of > 1N  agents, where the dynamics of each agent 
i , = 1, ,i N , is described by 

	 1=i i i i i Nx A x B u B ω++ + 	 (1)

where ( ) n
ix t ∈  is the state vector of Agent i , ( ) m

iu t ∈  is its con-
trol input, rω∈  is an exogenous input representing a disturbance 
or perturbation common to all agents, and n n

iA ×∈ , n m
iB ×∈ , for 

= 1, ,i N , and 1
n r

iB ×
+ ∈  are constant matrices.

The individual states ix , = 1, ,i N , can be combined (in a man-
ner to be specified) to form a global state NnX ∈  with the global 
system described by linear dynamics of the form 

	 1 1 1= g g g g
N N NX A X B u B u B ω++ + + +

 	 (2)

where the matrices gA  and g
iB , = 1, ,i N , are specified accord-

ing to the definition of the global state. The global state could, for 
instance, be defined as the simple aggregate of all individual states 
(as considered in § "Consensus at the origin") or in terms of an error 
variable, for example, in terms of relative differences between neigh-
boring agents.

In this paper we consider the case in which each agent seeks to reach 
a consensus with its neighboring agents subjected to the disturbance 
ω . The connectivity between agents is described by a directed graph 
( ),   , where { }= 1, , N  is the set of vertices and   is the 

edge set. Each vertex corresponds to an agent and, if ( ),j i ∈ , 
Agent j  is said to be a neighbor of Agent i . Since we consider 
directed graphs, ( ),j i ∈  does not necessarily imply ( ),i j ∈ . 
We assume that a connection between two agents, i.e., ( ),j i ∈ , 
implies that the i -th Agent has (through measurements or some form 
of communication) access to the state jx  of the j -th Agent. Let i  
be the set of neighbors of Agent i  and let iN  denote the cardinality of 
the set, i.e., =i iN  . In the following we adopt the convention that 
Agent i  is included in its own neighbor set only if explicitly stated, i.e, 
if ( ),i i ∈ , for = 1, ,i N . Let ( )ie t  denote the consensus error of 
Agent i , namely ie  is given by 

	
1=

i

i i j
ji

e x x
N ∈

 
−  

 
∑


	 (3)

and let 2( )Z t   denote a penalty variable given by 

	
22

=1
=

N

i
i

eZ ∑ .	
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In the remainder of this paper, iu  denotes a feedback control strategy, 
namely ( )( )=i iu u x t , for = 1, ,i N . The robust consensus-
seeking problem is defined as follows.

Problem 1: robust consensus-seeking
Consider a system described by the dynamics (2). Determine feedback 
control laws *

iu , = 1, ,i N , such that the following conditions hold. 

(C1)	 When the worst-case disturbance ( )( )* x tω  and the control 
actions *

ju , = 1, ,j N , j i≠ , are applied, *
iu  is such that 

the state is regulated to minimize the cost functional 

	
( )( )

( )
* * * * *
1 1 1

2 2

0

0 , , , , , , , ,

= d

i i i i N

T

i i

J X u u u u u

e u t

ω− +

+∫

 

	 (4)

where the first term 
2

ie  represents a running cost and the 
second term represents a penalty on the control effort of the 
i -th agent, = 1, ,i N ; 

(C1)	 The disturbance is attenuated by γ  with respect to the mean-
square error 

	
22

=1

N

i
i

uZ
 + 
 

∑ ,	

for 0 < < 1γ . Namely, 

	 2 22 2

0 0
=1

d d
NT T

i
i

t tuZ γ ω
  ≤+ 
 

∑∫ ∫ 	

for any 2ω∈ , 0ω ≠ .

Condition (C1) represents an individual optimality criterion for each 
agent, whereas Condition (C2) represents a robustness criterion for 
the global system.

Problem 1 can be interpreted as a multi-player version of the mixed 
2 /H H∞  control problem and, following the approach of [18], it can 

be recast as a nonzero-sum differential game with ( 1)N +  players. 
To this end, let 

	
( )( )1 1

22 22

0
=1

0 , , , ,

= d

N N

NT

i
i

J X u u

tuZ

ω

γ ω

+

 − − 
 

∑∫



.
	 (5)

Problem 2: nonzero-sum differential game formulation
Consider System (2). Determine a set of feedback strategies

	 ( )* * * *
1= , , ,Nu u w 	

that renders the zero equilibrium of System (2) stable in closed-loop 
with *  and that satisfies the Nash equilibrium inequalities 

	 ( )( ) ( )( )* 0 ,0 ,
iui i XJ X J≤  ,	 (6)

and

	 ( )( ) ( )( )*
1 10 , 0 ,N NJ X J X ω+ +≤  ,	 (7)

where ( )* * * * *
1 =1 1= , , , , , ,

iu i i i Nu u u u u ω+   with *
i iu u≠ , for 

= 1, ,i N , and ( )* *
1= , , ,Nu uω ω , with *ω ω≠ , are sets of 

stabilizing feedback strategies. 

The control strategies * , namely the control inputs *
iu , = 1, ,i N , 

and disturbance *w  satisfying (6), = 1, ,i N  and (7), constitute 
the Nash equilibrium strategies of the differential game in Problem 2. 
Considering the Nash equilibrium inequalities, it is clear that 
(6), = 1, ,i N , correspond to Condition (C1), = 1, ,i N , of 
Problem 2. Moreover, if ( )( )*

1 0 , > 0NJ X+  , it follows from (7) that 
( )( )1 0 , > 0NJ X ω+  , for all 2ω∈ , thus satisfying Condition (C2) 

of Problem 2.

Exact solutions to the nonzero-sum differential game

Problem 2 constitutes a nonzero-sum differential game for which 
solutions, found using the dynamic programming method, are char-
acterized by coupled Riccati differential equations (in the finite-horizon 
case) or coupled algebraic Riccati equations (in the infinite-horizon 
case). For more details on linear quadratic differential games see, 
for instance, [5], [35]. The game theoretic formulation in Problem 2 
is particularly appealing because it naturally captures the trade-off 
between optimality and robustness (see, for instance, [1]). A solu-
tion of Problem  2 (considering linear feedback strategies only1) is 
provided in the following.

Assumption 1
The global state is constructed in a manner such that the running 
costs and terminal costs can be written as 

	 ( ) 2 = ,i i iq X e X Q XΤ
 	

where = 0i iQ QΤ ≥ , for = 1, ,i N .

Clearly, a consequence of Assumption 1 is that 2Z  can be written 
in the form 
	 ( ) 2

1 1=N Nq X Q XX Z Τ
+ + 	

where 1 1
= N

N ii
Q Q+ =∑ .

Proposition 1
Consider the global system (2), and the cost functionals (4), 

= 1, ,i N , and (5). Suppose that we can find : Nn Nn
iP ×→  , 

such that ( ) = ( ) 0i iP t P t Τ ≥ , = 1, ,i N , and 1 1( ) = ( ) 0N NP t P t Τ
+ + ≤  

satisfying the coupled Riccati differential equations 

	

( ) ( ) ( ) ( ) ( )

( ) ( ) ( ) ( )( )
( ) ( )

( ) ( )

( )

=1,

2
1 1 1

2
1 1 1

=

= 0

g g g g
i i i i i i i i
N

g g g g
i j j j j j i

j j i

g g
i N N N

g g
N N N i

i

P t Q P t A A P t P t B B P t

P t B B P t P t Bj B P t

P t B B P t

P t B B P t
P T

γ

γ

Τ Τ

Τ Τ

≠

− Τ
+ + +

− Τ
+ + +

− + + −

− +

−

−

∑



	 (8)

for = 1, ,i N , and 

1	 In general, linear quadratic nonzero-sum differential games can admit nonlinear 
solutions (see, for instance, [2]). However, as is commonly done (see, for 
instance, [13]), only linear feedback strategies are considered here.
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( ) ( ) ( )

( ) ( )

( ) ( ) ( ) ( )( )

( ) ( )

( )

1 1 1 1
2

1 1 1 1

1
=1

1
=1

1

=

= 0

g g
N N N N

g g
N N N N

N
g g g g

j j j j N j j j
j

N
g g

j j j N
j

N

P t Q P t A A P t

P t B B P t

P t B B P t P t B B P t

P t B B P t

P T

γ

Τ
+ + + +

− Τ
+ + + +

Τ Τ
+

Τ
+

+

− − + +

−

− −

−

∑

∑



	 (9)

Then, the following statements hold:

i.	 The Nash equilibrium strategies are given by 

	
( )

( )

*

* 2
1 1

g
i i i

g
N N

u B P t X

B P t Xω γ

Τ

− Τ
+ +

= −

= −
	 (10)

for = 1, ,i N ; 

ii.	 In the case that *=u u  and ( )0 = 0X , Condition (C2) of Prob-
lem 2 is satisfied for any continuous function 2ω∈ . 

Proof
Proposition 1 is essentially a multi-player version of the result in 
([18], Theorem 2.1) and, as such, the proof is similar to the proof of 
the sufficient conditions provided therein. The proof consists of two 
main steps in which we demonstrate that Claims (i) and (ii) hold true, 
respectively.

As in [18], the statement (i) can be demonstrated by completion of 
squares2. Let us consider first the cost functionals (4), = 1, ,i N . 

From the boundary condition ( ) = 0iP T  it follows that 

	
( )( ) ( ) ( ) ( )

( )
1

2

0

0 0 00 , , , ,
d= d .
d

i iN

T

i i i

J X P XX u u

X Q X u X P X t
t

ω

Τ Τ

−

+ +∫



	 (11)

Substituting the system dynamics (2) and the time derivative of iP  
given in (8), the above relation is transformed into 

	

( )( ) ( ) ( ) ( )

( )
( )

1

2* *

=1,
0

*
1

0 0 00 , , , ,

2
= d

2

i iN

N
g

T i i i j j j
j j i

g
i N

J X P XX u u

u u X PB u u
t

X PB

ω

ω ω

Τ

≠

Τ
+

−

 − + − 
 
 + − 

∑
∫



	 (12)

To demonstrate that *
iu  is the Nash equilibrium strategy of the i-th 

agent, note that

	 ( )( ) ( ) ( ) ( ) 2*

0
0 , 0 0 0 = d

i

T

i u i i iJ X X P X u u t− −∫ ,	

which is minimized when *=i iu u . Namely, *
iu  is such that Inequality 

(6) is satisfied, for = 1, ,i N . Considering the cost functional (5), 
following the same steps, it can be shown that 

2	 Alternatively, the property in (i) can be demonstrated by applying the dynamic 
Programming principle (see, e.g. [7]).

	

( )( ) ( ) ( ) ( )

( )
( )( )

1 1 1

2 222 **
0

=1

*
1

=1

0 , , , , 0 0 0

=

2 d .

N N N

NT

jj
j

N

N j j j
j

J X u u X P X

uu

tX P B u u

ω

γ ω ω

Τ
+ +

Τ
+

−

− −−

+ −

∑∫

∑



	

Once again, it follows that

	
( )( ) ( ) ( ) ( )

1 1

22 *

0

0 , 0 0 0

= d ,

N N

T

J X X P X

t

ω

γ ω ω

Τ
+ +−

−∫


	

is minimized when *=ω ω , i.e. *ω  satisfies Inequality (7), thus com-
pleting the proof of the statement (i).

The second part of the claim is demonstrated by noting that 

	 ( )( ) ( ) ( ) ( )*
1 10 , = 0 0 0N NJ X X P XΤ
+ + 	

Thus, for the initial condition ( )0 = 0X , the cost associated with the 

worst-case disturbance is zero, i.e., *
1( (0), ) = 0NJ X+  . Therefore, 

it follows from (7) that any disturbance 2ω∈  is such that 

	 ( )( )1 0 , 0NJ X ω+ ≥ .	

Condition (C2) then follows from the definition of the cost functional 
(5), which concludes the proof.

Remark 1
The so-called value functions

	 ( )( ) ( ) ( ) ( )=i iV X t X t P t X tΤ
,	

for = 1, , 1i N + , are such that 

	 ( )( ) ( ) ( ) ( )*0 , = 0 0 0i iJ X X P XΤ .	

Noting that 

	 ( )( )*0 , 0iJ X ≥ ,	

for = 1, ,i N , it is clear that ( ) 0iP t ≥  for 0t ≥ . Similarly, since 

	

( )( ) ( )( )

( )( )
( )( )

* 2 * 2 *
1 0

=1

* *
1 1

* *
1

=1

0 , = d 0 ,

0 , , , ,0

= 0 , , , ,0 0,

NT

N i
i

N N
N

i N
i

J X t J X

J X u u

J X u u

γ ω+

+

−

≤

− ≤

∑∫

∑





  

	

it is clear that ( )
1 0NP t+ ≤  for 0t ≥ .

In the infinite-horizon case, i.e., in the limit as T →∞ , the Nash equi-
librium solution (10) requires the solution of coupled algebraic Riccati 
equations (AREs) instead of the coupled Riccati differential equations 
(8), = 1, ,i N , and (9).
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Proposition 2
Consider the global system (2) and suppose that we can obtain a 
solution = 0i iP PΤ ≥ , 

1 1
= 0N NP PΤ ≤  of the (static) coupled AREs 

	 =1,

2
1 1 1

2
1 1 1

( )

= 0

g g g g
i i i i i i i

N
g g g g

i j j j j j i
j j i

g g
i N N N

g g
N N N i

Q P A A P PB B P

PB B P P Bj B P

PB B P

P B B P

γ

γ

Τ Τ

Τ Τ

≠

− Τ
+ + +

− Τ
+ + +

+ + −

− +

−

−

∑

,

	 (13)

for = 1, ,i N , and 

	

( )

1 1 1

2
1 1 1 1

=1

1 1
=1

= 0.

g g
N N N

N
g g g g

N N N N j j j j
j

N
g g g g

N j j j j j j N
j

Q P A A P

P B B P P B B P

P B B P P B B P

γ

Τ
+ + +

− Τ Τ
+ + + +

Τ Τ
+ +

− + +

− −

− +

∑

∑

	 (14)

Then, the following statements hold:

i.	 If the communication graph   is such that 

	
=1

> 0
N

i
i

Q∑ .	 (15)

Then, the origin of System (2) in closed-loop with the feedback 
strategies 

	
*

* 2
1 1

g
i i i

g
N N

u B P X

B P Xω γ

Τ

− Τ
+ +

= −

= −

,

,
	 (16)

for = 1, ,i N , with iP , = 1, , 1i N + , satisfying (13), 
= 1, ,i N , and (14), is stable;

ii.	 The Nash equilibrium strategies corresponding to Problem 2 in 
the infinite horizon case, i.e., in the limit as T →∞ , are given 
by (16), for = 1, ,i N . 

Proof
The proof essentially consists of two steps. To demonstrate stability 
of the closed-loop system, i.e., statement (i) of the proposition, note 
that the summation of the N  first AREs (13), = 1, ,i N , yields the 
relation 

	 ( ) ( )
=1 =1

= 0
N N

g g g g
j cl cl j j j j j j

j j
P A A P Q P B B PΤ Τ+ + +∑ ∑ 	 (17)

where g
clA  is the matrix describing the closed-loop system, namely 

2
1 1 1=1= Ng g g g g g

cl j j j N N NjA A B B P B B PγΤ − Τ
+ + +− −∑ . Let ( ) =i iV X X P XΤ  

denote the value function associated with the i-th agent (as in 
Remark 1), for 1, ,i N−  , and let ( )

=1= N
ijW X V∑ . Note that 

	 ( )( ) ( )( )*

=1
0 = 0 , > 0

N

i
j

W X J X∑  ,	

by Assumption (15). Moreover, along the trajectories of the closed-
loop system the time derivative of the function W  is given by 

	
=1 =1

=
N N

g g
cl j j cl

j j
W X A P P A XΤ Τ + 

 
∑ ∑ .	

It follows from (17) that 

	 ( )
=1 =1

=
N N

g g
j j j j j j

j j
W X Q P B B P X X Q XΤ Τ Τ− + ≤ −∑ ∑ .	

Thus, from Assumption (15), < 0W  for all 0X ≠  and stability of 
the closed-loop system follows from standard Lyapunov arguments.

The second statement follows directly from the same arguments 
in the proof of Proposition 1, noting that ( )lim = 0

t
X t

→∞
 by stability. 

Consequently, the relations (11), = 1, ,i N , and (12) hold with 
iP , = 1, , 1i N + , the (static) solutions of (13), = 1 ,i N , and 

(14). Consider first the cost functionals (4), = 1, ,i N . It can be 
shown, using (13), that

	

( )

( ) ( )( )
( ) ( )

22 *

* *

=1,

* *
1 1

d =
d i i i i i

N
g g

i j j j j j j i
j j i

g g
i N N i

X P X X Q X u u u
t

X PB u u u u B P X

X PB B P Xω ω ω ω

Τ Τ

Τ Τ

≠

ΤΤ Τ
+ +

− − + −

+ − + −

+ − + −

∑

,

	

for = 1 ,i N . Thus, it follows (as in the finite-horizon case) that 

	 ( )( ) ( ) ( ) 2*

0
0 , 0 0 = d

i

T

i u i i iJ X X P X u u tΤ− −∫ 	

for = 1, ,i N . Similar considerations for the cost functional (5), 
yield (as in the finite-horizon case) 

	
( )( ) ( ) ( )

1 1

22 *

0

0 , 0 0

= d ,

N N

T

J X X P X

t

ω

γ ω ω

Τ
+ +−

−∫


	

which demonstrates statement (ii) and thus completes the proof.

Remark 2
The condition (15) is standard in the context of infinite-horizon dif-
ferential games (and infinite-horizon optimal control) as seen, for 
instance, in [5, 37]. The connection between this condition and the 
topology of the underlying graph   will be investigated in future work. 

Approximate solutions to the nonzero-sum differential 
game

Solutions to coupled AREs (such as (13), = 1, ,i N , and (14)) 
which arise in the context of linear quadratic differential games (see, 
for example [35], [13]) are oftentimes difficult to obtain. Coupled AREs 
have, for instance, been considered in [18], [15], [3] and solutions for 
particular classes of problems have been provided in [29], [30], [13], 
[14], [23]. In [24] it has been demonstrated that solving algebraic 
Riccati inequalities instead of equalities yields an approximate solution 
– in terms of a so-called αε -Nash equilibrium solution – to a differential 
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game. The space of solutions of the inequalities contain the solutions 
of the original equalities and are, as a consequence, sometimes more 
readily solved. The notion of α -admissible strategies (introduced 
in [24]) is recalled and approximate solutions, similar to α -admis-
sible strategies, are provided for Problem 2 in what follows. Solving 
inequalities instead of (13), = 1, ,i N  and (14) can be interpreted 
as solving a differential game subject to "modified cost functionals". 
While in general the results may differ significantly from the original 
game, the notion of an αε -Nash equilibrium solution enables us to 
relate the resulting feedback strategies to the original game.

Definition 1 [24]
A set of linear3 state feedback control inputs

	 ( )1= ,..., ,Nu u ω 	

is said to be α -admissible, with > 0α , if the origin of System (2) in 
closed-loop with   is such that 

	 ( )clA Iσ α −+ ∈ ,	

where clA  is the matrix describing the closed-loop system.

Proposition 3
Consider the global system (2) and suppose that we can obtain 

= 0i iP PΤ ≥ , 1, ,i N−  , and 1 1= 0N NP PΤ
+ + ≤  satisfying the 

inequalities 

	
( )

=1,

2
1 1 1

2
1 1 1 0

g g g g
i i i i i i i

N
g g g g

i j j j j j i
j j i

g g
i N N N

g g
N N N i

Q P A A P PB B P

PB B P P Bj B P

PB B P

P B B P

γ

γ

Τ Τ

Τ Τ

≠

− Τ
+ + +

− Τ
+ + +

+ + −

− +

−

− ≤

∑

,

	 (18)

for = 1, ,i N , and 

	

( )

1 1 1

2
1 1 1 1

=1

1 1
=1

0.

g g
N N N

N
g g g g

N N N N j j j j
j

N
g g g g

N j j j j j j N
j

Q P A A P

P B B P P B B P

P B B P P B B P

γ

Τ
+ + +

− Τ Τ
+ + + +

Τ Τ
+ +

− + +

− −

− + ≥

∑

∑

	 (19)

Moreover, suppose that the communication graph   is such that (15) 
holds. Then, the set of feedback strategies ( )* * * *

1= , , ,Nu u ω , with 
*
iu  and *ω  given by (16), = 1, ,i N , with iP  and 1NP +  satisfying 

(18), = 1, ,i N , and (19), respectively, are such that the following 
statements hold:

i.	 System (2) in closed-loop with *  is stable. 
ii.	 Considering the infinite-horizon case, i.e., in the limit as 

T →∞ , the inequalities

	 ( )( ) ( )( )*0 , 0 ,
ii i uJ X J X αε≤ +  	 (20)

3	 While we limit our at tention to linear feedback strategies, the notion can be 
defined for general (possibly nonlinear) strategies as in [24].

are satisfied with > 0αε , parameterized in > 0α  
and ( )0X , for any α -admissible set of strategies 

( )* * * * *
1 1 1= , , , , , , ,

iu i i i Nu u u u u ω− +  , for any > 0α  and for 
= 1, ,i N . 

iii.	In the case where *=i iu u  and ( )0 = 0X , Condition (C2) of 
Problem 2 is satisfied for any continuous function 2ω∈ .

Proof
Stability can be demonstrated following the same steps used in the 
first part of the proof of Proposition 2. The statement (ii) can be dem-
onstrated following steps similar to those provided in [24], Propo-
sition 2. Namely, consider the inequalities (18), = 1, ,i N . These 
inequalities imply that there exist matrices = 0i i

Τϒ ϒ ≥ , such that 

	
( )

=1,

2
1 1 1

2
1 1 1 = 0

g g g g
i i i i i i i i

N
g g g g

i j j j j j i
j j i

g g
i N N N

g g
N N N i

Q P A A P PB B P

PB B P P Bj B P

PB B P

P B B P

γ

γ

Τ Τ

Τ Τ

≠

− Τ
+ + +

− Τ
+ + +

+ ϒ + + −

− +

−

−

∑

,

	

for = 1, ,i N . Similarly, Inequality (19) implies that there exists a 
matrix 1 1= 0N N

Τ
+ +ϒ ϒ ≥  such that 

	

( )

1 1 1 1

2
1 1 1 1

=1

1 1
=1

= 0.

g g
N N N N

N
g g g g

N N N N j j j j
j

N
g g g g

N j j j j j j N
j

Q P A A P

P B B P P B B P

P B B P P B B P

γ

Τ
+ + + +

− Τ Τ
+ + + +

Τ Τ
+ +

− − ϒ + +

− −

− +

∑

∑

	

It follows that the feedback strategies *  are the Nash equilibrium 
strategies of a nonzero-sum differential game with the modified cost 
functionals 

	 ( )( ) ( )( )
0

0 , = 0 , di i iJ X J X X X t
∞ Τ+ ϒ∫   ,	 (21)

for = 1, ,i N , and

	 ( )( ) ( )( )1 1 10
0 , = 0 , dN N NJ X J X X X t

∞ Τ
+ + +− ϒ∫   ,	 (22)

wherein ( )1= , , ,Nu u ω . Let ( )X̂ t  denote the trajectory of 
System (2) in closed-loop with the α -admissible set of strategies 

( )* * * * *
1 1 1

ˆ ˆ= , , , , , , ,
iu i i i Nu u u u u ω− +  , where ˆ =i iu K X  is such that 

the closed-loop system has the minimum possible decay rate (speci-
fied by > 0α ). It is straightforward to see that 

	 ( )( ) ( )( ) ( )( )* * ˆ0 , 0 , 0 ,
ii i i uJ X J X J X≤ ≤    ,	

since 0iϒ ≥ , = 1, ,i N . Namely, the relation

	 ( )( ) ( )( )*

0
ˆ ˆ ˆ0 , 0 , d

ii i u iJ X J X X X t
∞ Τ≤ + ϒ∫  	 (23)

holds and, exploiting α -admissibility of the set of strategies ˆ
iu  the 

second term on the right-hand side of (23), which accounts for an 
additional running cost, can be bounded from above. To this end, let 
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,
ˆ

clA α  denote the matrix describing System (2) in closed-loop with ˆ
iu  

and note that since ˆ
iu  is α -admissible, the Lyapunov equation 

	 , , , ,
ˆ ˆˆ ˆ = 0i cl cl i iP A A Pα α α ε

Τ+ + ϒ ,	

has a unique solution , ,
ˆ ˆ= 0i iP Pε ε

Τ ≥ . Moreover, the function 
,

ˆ ˆ ˆ ˆ=i iV X P Xε
Τ  is such that 

	 ( )
, , , ,

ˆ ˆˆ ˆ ˆ ˆ ˆ ˆ= =i i cl cl i iV X P A A P X Xε α α ε
Τ+ − ϒ .	

Integrating both sides of this relation from zero to infinity (noting that 
( )lim = 0

t
X t

→∞
 since ˆ

iu  is α -admissible), yields 

	 ( )( ) ( ) ( )
, 0

ˆ ˆ ˆ ˆ ˆ ˆ ˆ0 = 0 0 = di iV X X P X X X tε

∞Τ ϒ∫ .	

It follows from (23) that

	 ( )( ) ( )( ) ( ) { } ( )*
,

ˆ0 , 0 , 0 0max
ii i u i

i
J X J X X P Xε

Τ≤ +  ,	

= 1, ,i N . The modified cost functional (22), on the other hand, is 
such that 

	 ( )( ) ( ) ( )*
1 10 , = 0 0 0N NJ X X P XΤ
+ + ≤  .	

It follows that 

	 ( ) ( )*
1 10, 0, = 0N NJ Jω+ +≥   ,	

which implies that the inequality 

	

22

0

22 *
10 0

=1

2 2

0
=1

d

d d
N

i N
i

N

i
i

t

Z u t X X t

Z u

γ ω
∞

∞ ∞ Τ
+

∞

 ≥ + + ϒ 
 
 ≥ + 
 

∫

∑∫ ∫

∑∫ ,

	

is satisfied, for any 2ω∈  when ( )0 = 0X , which concludes the proof.

Remark 3
Interestingly, considering Problem 2, the results in Proposition 3 entail 
that the "optimality criteria" in (C1) are solved approximately, whereas 
the "robustness" criterion in (C2) is solved exactly. This result is in 
line with the observation that there is, in general, a trade-off between 
optimality and robustness.

Remark 4
A set of matrices iP , = 1, ,i N , satisfying the coupled AREs (13), 

= 1, ,i N , and (14) also satisfy the inequalities (18), = 1, ,i N , 
(19). That is, the space of solutions of the inequalities is larger – and 
includes – the space of solutions of the coupled AREs. 

Simulations

In this section, we present two numerical examples to illustrate the 
theoretical results presented in the previous sections. The first example 
concerns a simple, scalar consensus problem, whereas the second 
example concerns formation control for a fleet of autonomous vehicles. 
While the two examples are considered separately in the following, both 
involve the same number of agents and communication graph.

Consensus at the origin

Consider first the case in which we wish to steer a group of agents 
towards a common consensus value which is fixed a priori. With-
out loss of generality, we consider this common value to be = 0ix , 

= 1, ,i N . Towards this end we construct the global state simply 
as the collection of the individual states of each agent, namely 

	 1 2= , , , NX x x x
ΤΤ Τ Τ   ,	 (24)

 resulting in the global system described by (2) with 

	 { }1= blockdiag , ,g
NA A A ,	

	 1 1 1= ,0, ,0 , , = 0, ,0,g g
N NB B B B

Τ ΤΤ Τ
+         ,	

and

	 1 1 1 1= , , ,g
N N N NB B B B

ΤΤ Τ Τ
+ + + +   .	

Consider the case, similar to the one presented in [10], of four agents. 
Each agent { }1, ,4i∈   is described by a scalar state ix ∈  and 
satisfies the dynamics 

	 5=i i ix B u B ω+ ,	

i.e., = 0iA , for = 1, ,i N , and consider the case in which the 
matrices iB  are identical for all = 1,...,4i . The communication 
graph is described by the edge set 

	 ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ){ }= 1,1 ; 1,2 ; 1,3 ; 2,2 , 2,3 ; 3,3 ; 3,1 ; 3,4 ,	

and the corresponding running costs for each agent i , = 1, ,4i  , 
are defined by the matrices 

	

5 1 11
4 24 2

51
2 4

1 21 1
2 4

0 00 0
0 00 0 0 0

= =
0 0 0 00 0
0 0 0 00 0 0 0

Q Q

−−   
   −   
   −
   

  

, , 	

	

1 1
9 3

1 1
9 3

3 4 1 11 1 22
4 23 3 9

51
2 4

0 0 0 00 0
0 0 0 00 0

= =
0 00
0 00 0 0 0

Q Q

−   
  −   
   −− −
   −   

, . 	

Consider the case in which = 0.5γ , = 1iB , for = 1, ,i N , and 
5 = 0.1B  and consider Problem 2 in the infinite-horizon case. The set 

of matrices 

	 1

1.1287 0.0074 0.1640 0.0189
0.0074 0.0005 0.0020 0.0004
0.1640 0.0020 0.0672 0.0004

0.0189 0.0004 0.0004 0.0005

P

− 
 
 =
 − −
 

− 

,	

	 2

0.0888 0.2087 0.0038 0.0009
0.2087 1.1485 0.0047 0.0185

0.0038 0.0047 0.0007 0.0004
0.0009 0.0185 0.0004 0.0005

P

− − 
 − =
 
 
− 

,	
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	 3

0.0407 0.0036 0.1142 0.0003
0.0036 0.0416 0.1054 0.0001
0.1142 0.1054 1.5944 0.0220
0.0003 0.0001 0.0220 0.0006

P

− − − 
 − − − =
 − −
 
− − 

,	

	 4

0.0006 0.0005 0.0025 0.0054
0.0005 0.0005 0.0020 0.0072
0.0025 0.0020 0.0672 0.1669
0.0054 0.0072 0.1669 1.1559

P

 
 
 =
 −
 

− 

,	

	 5

1.2426 0.2205 0.2906 0.0062
0.2205 1.1750 0.1155 0.0088
0.2906 0.1155 1.7071 0.1654
0.0062 0.0088 0.1654 1.1390

P

− − 
 − − =
 −
 
− − − 

,	

constitutes a solution4 of the coupled AREs (13), = 1, ,i N , and 
(14). Note that the condition (15) is satisfied. The performance of the 
resulting feedback control laws *

iu  given in (16) is evaluated through 
a series of simulations. In all plots blue indicates Agent 1, green indi-
cates Agent 2, purple indicates Agent 3 and cyan indicates Agent 4, 
whereas red indicates the quantities relating to the disturbance, i.e., 
Player 5 in the differential game defined in Problem 2. Note that the 
running cost associated with Player 5 is given by 5 =1= N

iiQ Q∑ .

Consider first the case in which the state of the system is perturbed, 
such that the initial states are ( )

1 0 = 1x , ( )
2 0 = 2x , ( )

3 0 = 0x  and 
( )

4 0 = 1x − . Suppose that the system is influenced by a disturbance 
of the form *= =k kω ω ω , where k∈  is a constant parameter. Let 

kω
  denote the set of strategies

	 ( )* *
1= , , ,

k N ku uω ω .	

4	 As mentioned in § "Approximate solutions", obtaining solutions of coupled Ric-
cati equations arising in nonzero-sum differential games is not straight-forward, 
in general. In this numerical example, the solution of the coupled AREs has been 
obtained by numerically solving the finite-horizon equations (8), = 1, ,4i  , and 
(9) backwards in time using the function 'ode45" in MATLAB. In this particular 
example, the resulting values of ( )0iP , for = 1, , 1i N + , converge to a solu-
tion of the AREs characterizing the solution of the differential game considered.

The cost ( )( )1 0 ,
kNJ X ω+   obtained for various values of k , when 

all four agents apply the feedback control strategies *
iu  given in (16), 

= 1, ,4i  , is presented in Figure 1, where the minimum cost is indi-
cated by the black diamond marker and corresponds to the value 

= 1k . Similarly, consider the four cases in which the system is influ-
enced by the worst-case disturbance *ω  and each agent i, for 

= 1, ,4i  , adopts a control input of the form *
,= =i i k iu u ku  (where 

k∈  is again a constant parameter) while all other agents j, 
= 1, ,4j  , j i≠  adhere to the Nash equilibrium control laws *

ju . 
Let 

,i ku  denote the set of strategies 

	 * * * * *
1 =1 , 1,

= ( , , , , , , , ).u i i k i Ni k
u u u u u ω+ 

The variations of the resulting costs, namely ,( (0), )i i kJ X  , with the 
parameter k are shown in Figure 2, for Agent 1 (top, left), Agent 2 
(top, right), Agent  3 (bottom, left) and Agent  4 (bottom, right). In 
each plot the minimum cost is indicated by the black diamond 
marker and corresponds to = 1k . The latter result serves as an 
illustration that Condition (C1) of Problem 2 is satisfied by the Nash 
equilibrium solution of the differential game defined in Problem 2.  
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The time histories of each individual state corresponding to the case 
in which = 1k , i.e., when *=ω ω  and *=i iu u , = 1, ,4i  , is shown 
in Figure 3. 

Consider now the case in which the system starts in equilibrium5, i.e., 
( )0 = 0ix , for = 1, ,4i  , and is subject to the disturbance 

	 ( )2

2 0.5 < < 1

= 20 sin 20 4 < < 6
0

t

t

e t tω
−

−





for ,

for ,

otherwise
	

depicted in Figure 4. The resulting time histories of 1x  (top, left), 2x  
(top, right), 3x  (bottom, left) and 4x  (bottom, right) are shown in 
Figure 5, whereas the time histories of the feedback control inputs *

1u  
(top, left), *

2u  (top, right), *
3u  (bottom, left) and *

4u  (bottom, right) 
are shown in Figure 6. The time histories of the cost functionals (4) 
(top), for = 1, ,4i  , and (5) (bottom) are shown in Figure 7. Notably 

5 > 0J  at all times, which indicates that the robustness property (C2) 
of Problem 2 is satisfied.

5	  Note that the worst-case disturbance ( )* 0tω ≡  in this case.

3

2

1

0

–1
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–3
0 2 4 6 8 10

time (s)

Figure 4 - Time history of the disturbance ω  influencing the system.
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Figure 3 - The time histories of 1x  (blue line), 2x  (green line), 3x  (purple 
line) and 4x  (cyan line), when the disturbance and control inputs correspond 
to the Nash equilibrium solution of Problem 2. 
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Figure 5 - Time histories of the states ix , = 1, ,4i  .
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Application to UAV formation flight

In this example, we consider four UAVs connected according to the 
same graph as in the previous example. The dynamics of the agents 
are modified to reflect the UAVs' behaviors and are described by the 
Euler-Lagrange system 

	 =i i iMq Cq u d+ +  	 (25)

where n
iu ∈  is the control input of Agent i, n nM ×∈  is the inertia 

matrix of Agent i, n nC ×∈  is the matrix of the Coriolis and centripetal 
terms, and d is the additive external state perturbation (which is com-
mon to all agents). The values of M and C are considered identical for 
all agents. The state vector of each agent is defined as ( , )i iq q , which 
corresponds to the position and speed of the UAVs in some refer-
ence frame. In the following, we consider only the y and z variations 
of the positions, and assume that the component of the trajectory 
along the x axis is controlled separately and decoupled from the y 
and z evolution. The control objective is to drive the fleet to a desired 
target formation in some global reference frame  . The target for-
mation is represented via the relative coordinate vectors =ij i jr q q−  
between two agents i and j, and the target relative coordinate vec-
tor *

ijr  for all ( ),i j ∈ . A target formation is defined by the set 
( ){ }*, ,ijr i j ∈ . Consider, without loss of generality, the first agent as 

a reference agent and introduce the target relative configuration vector 
* * *

11 1= TT T
Nr r r   . Any target relative configuration vector *

ijr  can 
be expressed as * * *

1 1=ij i jr r r− . The global formation problem can thus 
be expressed using the dynamic model 

	 * * =ij ij iMr Cr u d+ +  ,	

for = 1, ,4i  . The control laws that ensure convergence to the 
consensus at the origin can be sought by using a consensus error 
expressed as in (3). Since we are considering the same communi-
cation graph as in the previous example, the running cost for each 
agent is defined by the matrices iQ , = 1, ,5i   presented in the 
previous subsection. Consider the case in which the matrices M and 
C are given by 

	

0.56 2.23
2.23 0.56

1.40 1.76
1.76 2.99

M

C

− 
=  − 

− 
=  − 

,

.

	

The target formation has the shape of a square whose center evolves 
along the x axis. The feedback control laws *

iu  that drive the fleet to 
the sought formation are obtained, as in the previous example, via the 
solution of the coupled AREs. The resulting trajectories and the time 
histories of the speed vectors for the four agents in the presence of 
the worst-case disturbance are depicted in Figures 8 and 9, respec-
tively. To assess the robustness properties of the approach, the set of 
trajectories and speed evolutions using the feedback control laws with 
random initial state values and disturbances equal to k times the worst-
case disturbance, with 0 < 5k ≤  randomly chosen, are presented in 
Figures 10 and 11, respectively. The target formations are reached in all 
cases while the speed values converge to the consensus speed.
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Figure 10 - Variations of the four agents' trajectories with random uncertainty.
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Figure 8 - Evolution of the four agents' trajectories obtained with the Nash 
equilibrium strategies.
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Figure 11 - Variations of the four agents' speed vectors with random uncertainty.
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Figure 9 - Evolution of the four agents' speed values obtained with the Nash 
equilibrium solution.
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In order to evaluate the robustness of the approach to perturbations 
on the system dynamics, Matrices M and C have been replaced by 
perturbed matrices, where each element is perturbed with an addi-
tional uncertainty of at most 10% of the initial value. As illustrated in 
Figures 12 and 13, the formation still converges to the consensus. 

Conclusion

The robust consensus-seeking problem is considered in this paper. 
Multi-agent systems in which each agent satisfies linear dynamics 

are considered, and the consensus problem is formulated as a 
multi-player nonzero-sum differential game. Exact solutions are pro-
vided for both finite-horizon and infinite-horizon problems, in terms 
of coupled Riccati equations. Motivated by the fact that coupled 
algebraic Riccati equations are, in general, difficult to solve, approx-
imate solutions are provided for the latter. The results are demon-
strated by means of two simulation studies. Directions for future 
research include the consideration of nonlinear systems. Moreover, 
it is of particular interest to consider distributed settings, in which 
the control inputs for each agent must be computed subject to com-
munication and information constraints 
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Figure 12 - Variations of the four agents' trajectories with perturbed dynamics.
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Figure 13 - Variations of the four agents' speed vectors with perturbed dynamics.
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